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Abstract. This paper proposes a runlength histogram signature as a
perceptual descriptor of architectural plans in a retrieval scenario. The
style of an architectural drawing is characterized by the perception of
lines, shapes and texture. Such visual stimuli are the basis for defin-
ing semantic concepts as space properties, symmetry, density, etc. We
propose runlength histograms extracted in vertical, horizontal and di-
agonal directions as a characterization of line and space properties in
floorplans, so it can be roughly associated to a description of walls and
room structure. A retrieval application illustrates the performance of the
proposed approach, where given a plan as a query, similar ones are ob-
tained from a database. A ground truth based on human observation has
been constructed to validate the hypothesis. Additional retrieval results
on sketched building’s facades are reported qualitatively in this paper.
Its good description and its adaptability to two different sketch drawings
despite its simplicity shows the interest of the proposed approach and
opens a challenging research line in graphics recognition.

Keywords: Graphics Recognition; Graphics Retrieval; Image Classifi-
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1 Introduction

Aesthetics is a branch of philosophy devoted to beauty, scientifically defined as
the study of sensory or sensori-emotional values, sometimes called judgements
of sentiment and taste. Visual aesthetics is an emerging topic in computer vi-
sion [1, 8]. The general idea is to use machine learning techniques to score the
aesthetics of images in terms of visual cues as color, shape and texture, given
a subjective human characterization. In document analysis, and in particular
in graphics recognition, to the best of our knowledge the concept of aesthet-
ics has not been developed. Some promising approaches have been proposed on
perceptual document analysis to segment text lines [7], or to interpret sketches
[9]. In these works the structure of the document is analyzed in terms of salient



2 Lluis-Pere de las Heras et al.

objects, following perceptual grouping rules. We propose the use of perceptual
organization, i.e. concepts like saliency, closure, repetition, alignment of geomet-
ric primitives, etc. as the basis of aesthetics in graphical documents.

Architecture is a visual art where a creative process results in a design that
encompasses aesthetics and function. Hence, a composition is influenced by the
standards of beauty that can vary depending on the social, cultural and temporal
context, but also by the function of the building and its parts. In the conceptu-
alization stage, architects use CAD software or just sketching interfaces for de-
signing new constructions, projecting it in different views, namely the floor plan
or the facade. In this stage, a blank paper is considered as a canvas, and the line
drawings are like a painting. The language of architecture consists of basic visual
tokens as lines, shapes and texture. Lines can be thick or thin, straight or curved,
jagged or smooth, dotted or continuous. Shapes define symbols (structure, furni-
ture, utilities). Texture describes materials and object surfaces. The perception
of the spatial arrangement and combination of the basic visual elements gives
rise to concepts as symmetry, balance, rhythm, proportion, space, etc. A style
is characterized by these concepts, influenced by cultural, societal and temporal
trends. Roughly speaking, gothic constructions have geometrically ordered and
dense ornaments and vertical emphasis; American colonial house plans feature
symmetry in doors and windows; Mediterranean style plans include big spaces
like patios or courtyards.

This paper is an early attempt to introduce visual aesthetics in graphics
recognition, in particular in line drawings of architectural plans in a retrieval
scenario. In this context, aesthetics can be also seen as a drawing style of the
architect. Our hypothesis is that an architect can cast queries in large databases
in terms of a sample document and retrieve the architectural drawings from
the database having a similar style. The state of the art on floor plan retrieval
consists in formulating queries in terms of the functional view of the building.
Hence, using ontology models, the user can search for similar designs in terms
of the number of rooms, the building symbols, etc. [11]. The approach presented
in this paper is appearance-based, so we don’t recognize building elements, but
correlate perceptual semantic concepts with features extracted from raw images.
We focus on two topics, namely spaces and lines. Space refers to the size, the
layout, or the shape of rooms. Lines in a broader sense give information of the
walls width, texture, or length. Perceptually, spaces and lines give an idea of
the building structure (e.g. big squared rooms with thick external walls could be
stated as a query in terms of spaces and lines). The structure can be associated
to the function of the building (a public theater will have big spaces, a bungalow
small ones and thin lines defining the walls).

We propose a very simple image signature model, but descriptive enough to
represent semantic topics related to some space and line properties. We propose a
runlength histogram descriptor. The intuitive idea is that thick lines representing
orthogonal walls generate a high frequency of the codeword of long runs in
vertical and horizontal direction, and another high frequency in the codeword of
runlenghts corresponding to the width of the walls. On the other hand, big rooms
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Fig. 1: Pipeline of the method

(spaces) are represented by histogram maxima in the runlengths corresponding
to their size. The retrieval model proposed is a query by example framework.
Given a query architectural image, we retrieve images that are similar in terms
of the space and line topics.

This model has also been tested for retrieving similar sketch drawings of
building facades. Qualitative results on arbitrarily downloaded images from the
Internet are reported in the paper. Our signature is able to describe in a similar
way not only buildings of a similar architectural style, but also in terms of the
drawing technique.

The rest of the paper is organized as follows. In Sec. 2 we first review the
runlength histogram descriptor and afterwards the approach for retrieving ar-
chitectural drawings is described. In Sec. 3 the performance evaluation protocol
and the experiments are presented. Finally Sec. 4 draws the conclusions and
outlines the future work.

2 The runlenght histogram representation

A runglenth is the number of linewise consecutive pixels with the same value in
a given direction. Given a direction d that defines the scanpath, the runlength
histogram, denoted as Hy, encodes the length frequencies of the runs in the image
extracted linewise at direction d. Thus, Hy[i] counts the number of runs of length
i at direction d. Runs can be extracted from foreground or background images.
Thus, separate histograms can be considered, or they can be accumulated in a
single one depending on the application. To avoid confusions, we will denote as
H 5 , HY or H, the foreground, background or joint histograms respectively.
Runlength analysis has been used in document analysis with different pur-
poses. Due to the simplicity in the computation, vertical and horizontal runs
are the most usually used. In [5], runlength histograms are used to classify be-
tween textual and non-textual blocks in administrative documents. Lately, in
[10], runlength projections are used to detect page frames in double-page scanned
documents. More recently, in [2], the authors suggest the use of runlengths in
the detection of potential wall-elements in architectural floor plans. Finally, in
[4], runlength histograms are introduced as whole page document description.
Here, foreground runlengths at different scales using spatial pyramids are con-
catenated and used as signature for efficient classification and retrieval tasks in
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large-scale collections. Strongly based in this idea, we use runlength projections
as a perceptual signature model for architectural floor plans.

The pipeline of the process, shown in Fig. 1, can be seen as a specific case
of existing CBIR strategies. Firstly, all the images are preprocessed for ease of
computation. Then, for every floor plan, its signature is calculated by generating
the runlength histogram. Given a query example, the method returns a ranked
list of the most similar images. Let us further describe the steps of the process.

Preprocess

Floor plan images are first binarized using the Otsu method to be able to extract
runs. Afterwards, text-graphic separation is performed to filter out text compo-
nents, because do not appear in all the images and can slightly bias their global
perception. In addition to that, images are resized. Thus, the height of the im-
ages has been fixed to 1200 pixels meanwhile the width is rescaled dynamically
to keep the aspect ratio. With this, we preserve the same image proportions as
the ones used to generate the ground truth, in which the images were shown
to the observers in a fixed screen resolution of 1900x1200. The details of the
ground truth generation are explained in Sec. 3.1.

Signature model

The signature model to describe every image is extracted as it is shown in Fig. 2.
A histogram of runs is calculated in the horizontal, vertical and both diagonals
for both, foreground and background layers. Histograms are quantized in bins,
experimentally determined, distributed in a logarithmic scale as follows:

[1}’ [2]7 [3 - 4}’ [5 - 8]; [9 - 16]7 ceey [2573 7]'

Then, the signature S of an image j is the concatenation of its directional
histograms ordered as follows:
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Fig. 2: Signature extraction
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Each signature contains 2x4x10 = 80 dimensions. Notice that differently
than [4], no spatial information is included in the histogram since there is a lack
of correlation between the building structure and its location within the floor
plan; as common office-documents do (logos and titles at the top, signatures at
the bottom, etc). In addition to that, foreground and background histograms
are L1 normalized separately. Our intention is to equilibrate the relevance of the
information conveyed by the background and foreground runs, with much higher
frequencies in the background ones.

Retrieval

Let P and Q be the signatures of two different floor plan images. Their similarity
is calculated by means of the x? distance:

L5~ (P = Q02
2 1 7
PQ) == — 1

X (P.Q) 24~ (P + Qi) M)
Given a query instance, the system ranks the rest of the images in the collection
according to their affinity to the query, being the first the most similar and the

last the most dissimilar.

3 Experiments

3.1 Formulation of the experimental framework

The starting hypothesis of this work is that similarity between architectural
plans can be formulated in terms of perceptually dominant visual cues, without
interpreting building elements. The runlength histogram descriptor proposed in
this paper is a computational model for the perceptual concepts of space and
lines. In a retrieval scenario, given a query floorplan image, the proposed method
ranks the database images in terms of the runlength histogram similarity. To
validate this output in terms of the visual perception, a ground truth based on
subjective human assessment was required. This ground truth was constructed
with the participation of human observers that classified images in terms of
visual aesthetics. Although it is a subjective assessment, we aimed at statistically
corroborate that our computational model validates the hypothesis.

A key issue of the ground truth creation is the design of the procedure to col-
lect the user classification of images. A number of considerations must be made.
First, since the goal of the users is to classify images with perceptual features
and without interpreting the building elements of the architectural drawings, a
pre-attentive experiment was conducted. In cognitive vision, pre-attentive pro-
cessing is the unconscious accumulation of visual information. To force the users
to classify images in a pre-attentive way, they have to be displayed in a short
lapse of time (no more than a second). A second consideration in the procedure
is the way how images are shown to users. Pairwise learning is usually used in
the literature [3]. It consists in decomposing a multi-class classification problem
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into a set of pairwise problems. Therefore given a query, instead of ranking or
classifying the whole set of images it is simpler to compare alternatives in a
pairwise way. Finally, a third consideration is the question that is made to the
users. They can just be asked to assess if a pair of images are similar or not,
or a more focused question that affects the observation of the observer (e.g. ”do
you consider that images are similar in terms of space distribution?”, or ”don’t
consider the external shape of the plan when assessing the similarity between
images”).

Taking into account the above considerations, our ground truth creation was
conducted as follows. 20 users participated in the experiment. A database of
39 floor plan images drawn by different architects was used. 6 query images
were selected. Each run (different user) showed 234 pairs of images. One of the
images was always a query image. Each pair of images was displayed during a
second. The user was requested to label each pair of images regarding whether
they were very similar, fairly similar or completely dissimilar. At the end, the
different labels given by the users to the images where combined averaging the
labels so a ranking was generated for each query image.

The human observers selected for generating the ground truth were people
aged between 25 and 35 (5 of them were PhD, 14 were PhD students and one had
College Studies). None of the volunteers had studied the degree in Architecture
and Urban Planning or had any knowledge related with floor plans.

We have formulated two different questions to the users. The question A,
formulated to 10 observers, was: "Do you consider that these floor plans are
from the same architect or architecture studio?”. The objective of this question
was to cluster the floor plans according to the different architectural styles. On
the other hand, to the rest of the observers we asked the question B: "Do you
consider that these floor plans are similar?”. Inversely from question A, here the
aim is to give more freedom to the observers when considering the meaning of
similar. Nevertheless, in order to narrow the limits, we suggested to disregard
the exterior shape of the building and the size of the plan.

Both formulated questions allowed us to generate three different ground truth
rankings. The g¢tA, taking into consideration the answers from the observers
asked with question A. The ¢tB, considering the answers to question B. And
gtAB considering the answers from all the observers that have participated in
the experiment, independently of the question formulated to them.

3.2 Performance evaluation protocol

Once the ground truth has been collected after the different user observations
as described in the previous section, let us describe how the performance of the
proposed approach has been measured. A retrieval process consists in sorting
the images of the database according to the similarity to the query. The upper is
an image in the ranked list, the more similar is to the query. The ground truth
has collected subjective assessments of similarity between the six queries and
the database images. These scores given by the users can be turned into ranked
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Fig. 3: Precision and recall curves for the three ground truth models.

lists, so given a query, the performance of the approach is measured in terms of
ranked list comparison.

A number of distances between rankings have been proposed in the literature
[6]. Let S and S’ be two ranked lists of items with the particularity of S’ being a
permutation of S, i.e. both lists contain exactly the same set of items. Let o(7)
denote the rank in S’ of the element ¢ in S. The Spearman’s footrule distance
between two rankings measures the total element-wise displacement and is given
by:

F(S,8) = _li— o)

This measure only takes into account the order of the elements to assess the
similarity between two lists. The order of the elements is given by their similarity
score. Hence, if two elements have the same score value, an arbitrary technique
has to decide which element is sorted first. This issue can lead to a random-like
ranking when several elements are equally scored in a list and then strongly
influence in the ranking distance.

This is the case of our ground truth ranking. The affine answers obtained
from the observers lead to a ranking with many repeated scores for different
images. In order to avoid this problem, we have adapted the distance function
between two ranking, considering the same distance value for images with the
same score. Thus, let S be a ranking obtained by the system, given a query,
and S’ its corresponding ground truth, the distance measurement between both
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Table 1: Perceptual ranking results for the six queries.
tmagel |[115]137| 154
image2|| 64 | 96 | 94
imaged|| 139 154 | 154
1mage4 || 33 | 50 | 53
imaged || 110 72 | 99
image6|| 123|109 | 108

[mean [[ 97 [103] 110 |

rankings is given by:
F(S,8") = me(h —a(1)]),

where (i) denotes the class of equivalence in S’ of the element 7 in S, i.e. a
representative among the different images in S’ having the same score. Formally:

6(i) = arg min (l —a(j)lps (§) = psr (0(1))),
where pg/(j) and ps(c(i)) denote the scores of elements j and i of S’

3.3 Results and Discussion

In Table 1 we show the ranking results obtained for six different queries. The
numerical values denote the distance between the system retrieval and the three
different ground truth rankings: gtA, gtB and gtAB. In the hypothetical case
of a resulting list sorted inversely to the ground truth the score would be 760.
When studying the results, the main sorting differences occur in lasts positions
of the lists, where most dissimilar images are ranked. Meanwhile, in the first
positions, the most similar images are matched for all the queries, a fact that is
corroborated by the precision and recall curves extrapolated for all the queries
shown in Fig. 3. In addition to that, we also observe that results are slightly
different depending on the groundtruth compared with, being gtA the one that
leads to the best ranking. In retrieval terms, the mean average precision (mAP)
obtained also varies depending on the ground truth model. Thus, the mAP scores
are 0.67 when compared to gtA, 0.63 to gtB, and 0.66 to gtAB.

In qualitative terms, we show in Fig. 4 the six queries and their three re-
spectively most similar images retrieved by the system. As it can be seen in
every case, the three retrieved images belong to the same collection of the query
—share the same drawing style—, a fact that ratifies the fact just mentioned above
regarding the matching accuracy in the first positions of the ranking.

Analysing the experiment performed, we realized about the impact on the
system performance of the question formulated to the observers in the ground
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truth generation time. It can strongly determine their perception in terms of
similarity. As it has been shown, different ways to formulate a question aiming
for the same answer can imply different interpretations from the observers. Thus,
the system performance varies when it is compared with g¢tA, gtB or ¢gtAB.
Furthermore, a hight population of observers is needed to generate a trustful
ground truth able to smooth the high impact of biased perceptions from certain
individuals.

We also used our system for retrieving similar sketch of building’s facades
given some query images. With this aim, we have downloaded randomly 58
sketches of facades from Google Images !, which 4 of them are selected arbitrarily
to play as queries. The three most similar images to each query are shown in Fig.
5. At a glance, one can note that the retrieved images belong either to similar
building styles or drawing technique.

In global terms and despite its simplicity, the proposed document signature
is able to fairly model the human perception of similitude in the floor plans
framework. Moreover, the qualitative results on facade retrieval shows that it can
be extrapolated to additional functionality on other sketched drawings, which
opens a new interesting research line in Graphics Recognition.

4 Conclusions

In this paper we have proposed a perceptual model to describe the drawing style
in architectural plans. We have considered that semantic concepts associated to
lines and space can make two plans similar to the eyes of a human observer in
a pre-attentive process. A simple descriptor based in runlength histograms has
been proposed. This signature has the ability to roughly capture the properties
of the lines (mainly walls) and the spaces (room aspect) of a floorplan design. In
a retrieval framework, this descriptor allows to search for perceptually similar
plans into a database. The main contributions of the paper have been: first
a pioneer approach of graphical document retrieval based on perceptual cues,
without interpreting the building elements, i.e. symbols, of the drawing; and
second the design of an experimental setup inspired in the pre-attentive theories
of cognitive vision.

Although the work is in a preliminary stage, the obtained results are promis-
ing. We have only focused on a few number of perceptual features. A complete
system that wants to model the style of an architectural drawing combining
function and aesthetics should consider other features representing density, pro-
portion, symmetry, etc. The results presented in Sec. 3 allow to conclude that
runlength histograms appear as a simple and promising descriptors to capture
the intended concepts related to lines and space. When floor plans present or-
thogonal walls, runlengths characterizing the width or filling texture of walls
present high frequencies. On the other hand, big rooms correspond to long high
frequent runlengths, and small rooms correspond to mid-length ones.

! http://www.google.cat/imghp
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Fig. 5: Retrieval of sketch drawings of building’s facades. In (a), (e), (i), and (m)
the four different queries are shown. Their respective most similar instances are
shown row-wise.

To validate our model, we have collected ground truth based on human ob-
servation. A pre-attentive experiment has been conducted, resulting in ranked
lists of floor plan images according to the human assessment of their similar-
ity to a given query. We have noticed the subjectivity of this procedure, which
corroborates the complexity of human perception in visual aesthetics. We have
experimentally observed the relevance of the question made to the users when
they are asked to score images.

Additionally, we have shown qualitatively that our model can be extrapolated
to other sketch-based drawing retrieval problems. It has been tested successfully
to capture similar drawing styles and building types from randomly downloaded
facade sketches.
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As a continuation of the work, we will focus on enhancing our descriptor for
architectural drawings. We are considering to describe other semantic concepts
to have a more complex model of visual aesthetics characterizing styles of this
kind of documents. Although some exchanges have been done with architects, a
rigorous validation should be carried on with experts. It is necessary to translate
the semantic concepts that guide their perception to visual features, making the
proposed model usable in professional tools.
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