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Abstract

Writer identification consists in determining the
writer of a piece of handwriting from a set of writers. In
this paper we introduce a symbol-dependent approach
for identifying the writer of old music scores, which is
based on two symbol recognition methods. The main
idea is to use the Blurred Shape Model descriptor and a
DTW-based method for detecting, recognizing and de-
scribing the music clefs and notes. The proposed ap-
proach has been evaluated in a database of old music
scores, achieving very high writer identification rates.

1. Introduction

Writer identification is focused on the identification
of the author of a piece of handwriting from a set of
writers. Writer identification in handwritten text docu-
ments is a mature area of study [3], whereas very few re-
search has been done in identifying the writer of graphi-
cal documents, such as music scores. To the best of our
knowledge, only one work has been performed about
writer identification in music scores [2]. The authors
have developed a prototype that analyzes the whole mu-
sic score and extracts some features about structural in-
formation of the music symbols. However, since the
huge difficulties in the recognition of the whole score,
the feature extraction was performed manually, and as
far as we know, this work has not been continued.

Traditionally, writer identification approaches can
be divided in text-dependent and text-independent, de-
pending on whether or not the meaning of the text
is known. When dealing with graphical information,
we referred to the above concepts as symbol-dependent
and symbol-independent. In [6] and [7] we presented
two different symbol-independent writer identification
approaches in music scores, which avoid the recog-

nition of the elements in the score. In this paper, a
symbol-dependent writer identification method is pro-
posed, which is only focused on the detection and
recognition of certain music symbols, and thus, avoid-
ing the high difficulties in recognizing the whole mu-
sic score. A similar idea has been proposed for writer
identification in Hebrew documents [1]. It is based on
the detection and extraction of features from three pre-
defined Hebrew characters, and the rest of the charac-
ters are not taken into account.

After analyzing the different music elements and
their characteristics, we can conclude that the most dis-
criminant properties of the handwriting style are mu-
sic clefs. Clefs can be seen as a characteristic individ-
ual signature of a writer, having a high discrimination
power. An important advantage is that there are only
three different clefs to consider (alto, bass or trebble
clef). In addition, clefs are usually appearing in each
music sheet, allowing the comparison between music
scores. Concerning music notes, the higher is the num-
ber of writer to consider, the higher is the confusion be-
tween their writing styles of music notes, and conse-
quently, the discrimination power becomes low. How-
ever, since there are not many clefs in the music score,
the music notes can be used when the information about
music clefs is not enough. Other music symbols (e.g.
rests, accidentals, dynamics, time signature) could also
be considered, but the probability to find the same sym-
bol in different music sheets is very low. Lyrics will
not be used for writer identification because not all the
music scores contain text (e.g. music scores for instru-
ments), and in addition, the writer of the lyrics and the
writer of the music notation is not always the same.

Our proposed symbol-dependent method detects and
recognizes the music clefs and notes, and then, it per-
forms writer identification based on the symbol descrip-
tors computed from each clef (or note). Two main tasks
are addressed here: symbol detection (and recognition)
and the classification in terms of the writer based on the



segmented symbols. One can note the chicken & egg
problem as the segmentation-recognition paradox, be-
cause we can not decide between segmenting for recog-
nizing and recognizing for segmenting, being the ideal
solution to perform both tasks at the same time. The
aim of symbol detection is the localization and segmen-
tation of the target symbol in the image, discarding the
other symbols. The detection techniques can rely on
different pattern recognition methods, such as geomet-
ric features [5], relational indexing of numeric primi-
tive descriptors [12], or the structural symbol represen-
tation [13]. Symbol recognition [10] is focused on the
description of the symbol for finding its corresponding
true class given a set of classes. Due to the large dif-
ferent kinds of problems in symbol recognition appli-
cations, a symbol descriptor usually reaches good per-
formance in some aspects, but fails in others. For our
purpose, we require symbol recognition methods which
are tolerant to noise, degradation and elastic deforma-
tions typically found in old handwritten documents.

In this paper we propose a writer identification ap-
proach using a two-class symbol segmentation. Firstly,
the music clefs and notes are detected and segmented
using a combination of the Blurred Shape Model (BSM)
[4] and a DTW-based method [8]. They have shown to
be able to cope with hand-drawn distortions and also
with the inaccuracy on the symbol segmentation. Then,
we compare the BSM descriptors of the segmented
symbols for the identification of the writer, which is per-
formed using a voting scheme.

The remainder of the paper is structured as follows.
In the next section, the preprocessing step is presented.
In Section 3 the two symbol recognition methods are
presented. The detection technique is described in Sec-
tion 4. The classification in terms of the writer is pre-
sented in Section 5. Experimental results are shown in
Section 6. Finally, Section 7 concludes the paper.

2 Preprocessing

The preprocessing phase consists in binarizing the
image, deskewing it and removing the staff lines.
Firstly, the gray-level scanned image (at a resolution of
300 dpi) is binarized (using the Niblack’s method [11]),
and the Hough Transform is applied for detecting the
staff lines, and for obtaining the rotation angle (in case
it the deskewing is necessary). The third step consists in
removing the staff lines in order to isolate music sym-
bols. First, we obtain a coarse approximation of the staff
lines using median filters, and then, a contour tracking
process is used for following and removing every staff
line, taking into account the coarse approximation when
gaps are appearing. For further details, see [6].

3 Symbol Recognition Methods

The proposed symbol-dependent writer identifica-
tion approach requires symbol recognition methods
which can cope with degradation, noise and distortions.
For this purpose, we combine the Blurred Shape Model
descriptor (BSM) and a Dynamic Time Warping (DTW)
based method. The idea is to first use a coarse descriptor
(BSM) and then a fine approach (the DTW-based one).
Both methods are briefly described next.

3.1 Blurred Shape Model

The second method proposed defines the Blurred
Shape Model (BSM) descriptor. This descriptor en-
codes the spatial probability of appearance of the shape
pixels and their context information in the following
way: The image is divided in a grid of n × n equal-
sized subregions, and each bin receives votes from the
shape points in it and also from the shape points in the
neighboring bins. Thus, each shape point contributes to
a density measure of its bin and its neighboring ones.
The output descriptor is a vector histogram where each
position corresponds to the amount of shape points in
the context of the sub-region. The resulting vector his-
togram, obtained by processing all feature points, is nor-
malized in the range [0..1] to obtain the probability den-
sity function (pdf) of n × n bins. In this way, the out-
put descriptor represents a distribution of probabilities
of the object shape considering spatial distortions. As
a result, a robust technique in front of noise and elastic
deformations is obtained. For further details, see [4].

3.2 Dynamic Time Warping-based Method

The first symbol recognition method is based on the
Dynamic Time Warping algorithm (DTW) [9]. The
DTW algorithm was proposed for comparing signals,
distorting the time axis for finding the best matching be-
tween two sequences. For recognizing bi-dimensional
handwritten symbols, we have proposed a variation of
the DTW algorithm, which is not only robust to hand-
drawn distortions, but it is also robust to rotation. The
steps of the method are the following: first, for every
column of the two symbols to be compared, we extract
a set of features, consisting in the number of foreground
pixels, the upper and lower profiles, and the sum of pix-
els of several column regions. The DTW distance be-
tween these two symbols is computed. This process
is repeated for different orientations of the two sym-
bols. Finally, the minimum DTW distance will decide
the best matching (and also the rotation angle applied)
for both symbols. For further details, see [8].



4 Clefs and Notes Detection

The method proposed for writer identification is
composed of two tasks, namely, symbol detection and
symbol description. The first step consists in detecting
the music clefs and notes in the music score. For this
purpose, we use a combination of the above described
BSM descriptor and the DTW-based method.

A symbol detection method requires a good localiza-
tion strategy and a robust symbol descriptor. Concern-
ing the localization step, the aim is to localize the tar-
get symbol while discarding the most part of the image.
In addition, one should avoid the analysis of the whole
image with a sliding window for saving time. Refer-
ring the detection step, the descriptor should cope with
deformation, distortions, noise and segmentation inac-
curacies. It should be said that for obtaining character-
istics of the music clefs and notes, it is not necessary to
detect all the clefs and notes of the image. Contrary to
Optical Music Recognition, badly segmented or incom-
plete music symbols could be left out, in order to avoid
the introduction of noise to the writer identification step.

In order to design a symbol detection methodology,
we need to define two stages. A first stage should learn
to distinguish among the target symbol and the back-
ground (e.g. learning a binary classifier). A second
stage should perform a search over the whole image us-
ing the trained classifier in order to locate those regions
containing the target symbol.

4.1 Training Stage

For the first step, we propose to learn a hierarchical
cascade of 2 classifiers with a set of positive and neg-
ative symbol instances (see Fig.1 for some examples),
manually extracted from a set of music scores. Initially,
the set of positive clefs and the set of positive notes
samples consists in clefs and notes extracted from the
music scores, whereas the negative examples are basi-
cally, examples of other music symbols (e.g. acciden-
tals, rests). In the training stage, the suitable parameters
of the BSM and the DTW-based descriptors are found,
and the set of negative examples can be modified. First,
different grid sizes and the rejection threshold for the
BSM descriptor are tested until a minimum accuracy is
achieved. Then, the set of negative examples is mod-
ified, adding the images of the false detections found.
Secondly, different number of features (the number of
regions) and the rejection threshold for the DTW-based
symbol recognition method are tested. Finally, the set
of false detections can be also increased by adding the
images of the false detections found. This strategy is
detailed in Algorithm 1.

(a)

(b)

Figure 1. Some examples of images used
in the training step. (a) Positive images of
clefs. (b) Positive images of music notes.

Algorithm 1 Symbol Detection Training algorithm for
the cascade of two classifiers.
Require: A set of positive examples P and a set of negative examples N , a

maximum false alarm rate f , a minimum accuracy a.
1: Fi ← 1, ni ← 0
2: while Fi > f do
3: ni ← ni + 1
4: Use P and N to train a classifier using the BSM descriptor with ni

as the grid size
5: Fi ← Evaluate current classifier on validation set
6: Decrease threshold for the ith classifier until the current cascaded clas-

sifier satisfies a detection rate of a (this also affects Fi)
7: end while
8: N ← 0
9: Evaluate the BSM-based detector on the set of non-symbol images and

put any false detections into the set N .
10: Fi ← 1, ni ← 0
11: while Fi > f do
12: ni ← ni + 1
13: Use P and N to train a classifier using the DTW-based method with

ni regions
14: Fi ← Evaluate current classifier on validation set
15: Decrease threshold for the ith classifier until the current cascaded clas-

sifier satisfies a detection rate of a (this also affects Fi)
16: end while
17: Evaluate the DTW-based detector on the set of non-symbol images and

put any false detections into the set N .

Ensure: A cascade h of the BSM and DTW-based classifiers for symbol de-

tection.

4.2 Detection Stage

Once both classifiers are trained, the different ele-
ments must be segmented from the input image. For
this purpose, a merging approach is used, which con-
sists in applying a morphological dilate using disks of
different sizes as the structuring element. Then, the con-
nected components whose size and area are not under
certain restrictions (no clef is smaller than the half of
the staff length and bigger than twice the staff length)
are removed. This step is used for discarding the too
small or too big symbols, which consequently, are not



music clefs nor notes. Afterwards, the BSM descrip-
tor is computed for each remaining connected compo-
nent, and compared with the BSM descriptors of the
set of positive and negative examples. The comparison
is performed using the Euclidean distance and the k-
NN classifier. If the BSM-based classifier accepts the
candidate connected component as a clef or note, then,
the DTW-based features are computed for this region,
and compared with the DTW-based features of the set
of positive and negative examples. If the DTW-based
classifier also accepts the candidate connected compo-
nent, then the candidate region is accepted as a music
clef or note. The method is described in Algorithm 2.

Algorithm 2 Symbol detection using a cascade of two
classifiers.
Require: An image I , a cascade of classifiers h, an initial structuring disk

element of size DI , a final disk size DF , and a disk increment i.
1: R ∪ 0
2: Compute the BSM and DTW features of all the set of positive examples

P and the negative examples N.
3: for each structuring element D of size DI , increasing by i, to DF do
4: ImDilated = dilation of I using the disk D
5: for each connected component r in ImDilated of accepted size and

area do
6: test cascade h over region r
7:

h(r) =

{
1 if target detection, save region R = R ∪ r
0 if background classification

8: end for
9: end for

10: Remove from R the repeated instances of a same symbol.

Ensure: Target symbol regions R

In this way, only those regions that arrive to the last
stage of the cascade are classified as clefs or notes, and
the rest of the regions are rejected. Each stage analyzes
only the candidates accepted by the previous stages, and
thus, the non-clefs/notes are analyzed only until they are
rejected by a stage. The BSM descriptor is used for the
first classifier, because it is very fast to compute. Notice
that when dilating the image with different disk sizes,
several instances of a same symbol may be accepted. In
this cases, only one instance of each symbol is stored.

5 Writer Identification Based on Clefs

Once we have the symbols extracted from each mu-
sic sheet of the database, the classification in terms of
the writer is performed. As stated in the Introduction,
since the music clefs have higher discrimination power
than notes, the identification will be initially based on
the shape of clefs. In case the number of clefs in the
music score is not enough for a reliable writer identifi-
cation, we will use notes instead of clefs.

The writer identification based on clefs can be seen

as a multi-class clef classification, in which all the clefs
detected from each page must be assigned to the same
writer. We propose a non-supervised approach, avoid-
ing the definition of the clef for each writer in the
database. Thus, the idea is to compare the detected
clefs of the test music page with the clefs of the training
database. For this purpose, the BSM descriptors pre-
viously computed are used to compute the distance be-
tween each clef (using the Euclidean distance and the
k-NN classifier). The BSM features have been chosen
because the segmented symbols usually have important
noise and gaps (the DTW-based features are more sen-
sitive to discontinuities than the BSM features).

Then, the combination of the classification results of
all the clefs (belonging the same music sheet) is per-
formed so that each clef gives votes to the writer class of
its nearest neighbor symbols of the training (see Fig.2).
This process has the following steps. First, each test
clef is compared to the clefs of the training set using the
k-NN classifier. For each clef, a list of the k nearest
neighbor clefs is obtained, and sorted so that the first
candidate is the nearest neighbour of all. Then, the first
ranked clef adds k votes to its corresponding class, the
second nearest neighbor clef gives k − 1 votes to its
class, and this process is repeated until the last candi-
date adds one vote to its corresponding class. After the
voting performed for each clef belonging to the music
page, the test music score will be classified as the class
which has received the maximum number of votes.

Figure 2. The identification of the input
test music sheet is based on the votes
from every clef detected when compared
to the clefs in the training set.

It must be said that if an input clef has no nearest
neighbors in the database (the distance to all the BSM
descriptors is higher than the value set in the training
step), then, it is discarded, and consequently, it can not
vote. In this way, the symbols that could be wrongly ac-
cepted as clefs (false positives), could be detected, and
consequently, rejected from the voting stage.



6 Results

We have tested our method in a data set composed
of 200 music sheets, consisting of 10 pages for each
one of 20 different writers. They have been obtained
from a collection of music scores of the 17th, 18th and
19th centuries, from the spanish archives of Seminar of
Barcelona and Canet de Mar.

After the preprocessing of each music sheet, the
symbol detection technique above described has been
applied to extract the music clefs and notes. In the learn-
ing stage of the detection process, the parameters for the
BSM and the DTW-based method have been trained. As
a result, the grid size for the BSM descriptor has been
set to 25, and 7 features are used ( the upper and lower
profile, and 5 zones) for the DTW-based method.

6.1 Detection Results

Concerning the evaluation of the symbol detection
step, the database has a total of 733 music clefs, and
592 clefs has been correctly detected, 141 clefs have
been missed (false negatives), and 697 regions have
been wrongly detected (false positives). Thus, the de-
tection rate is 80.8% (592/733), the false positive rate
is 54% (697/1292) and the false negative rate is 19.2%
(141/733). We can affirm that although the detection
rate is acceptable, there is an important rate of missed
clefs and false positives. It must be noticed that in the
classification step, the most part of these false positives
will find no nearest neighbors, and consequently, they
will not be allowed to participate in the voting.

After examining the missed clefs, we can see that
most of them are the result of a bad segmentation, with
important noise and gaps. These segmentation prob-
lems are due to the binarization and staff removal stages
applied to very degraded documents. As an exam-
ple, Figure 3(a) shows two badly segmented clefs (with
gaps) and the corresponding manually segmented clef
(Fig.3(b)); and Figure 3(c) shows two badly segmented
clefs (with noise from the staff lines) and the corre-
sponding manually segmented clef (Fig.3(d)).

(a) (b) (c) (d)

Figure 3. Examples of segmented clefs.
(a),(c) Segmented clefs and their corre-
sponding ideal segmented clef (b),(d).

6.2 Classification Results

For the writer identification experiments, we have
used five independent test subsets, randomly chosen,
containing one page per writer. For the BSM descriptor,
the grid size with value 25 has been used. For each test
subset or 20 images, the remaining 180 images are used
for training. The classification has been performed us-
ing a k-Nearest Neighbor (with k = 5) classifier based
on Euclidean distance and cross validation, with the vot-
ing step previously described. Since there are four writ-
ers whose music sheets contain no clefs (see Fig.4) or
they only have one clef for each page (not being enough
for a good classification), we have decided to use the in-
formation about notes for the identification of these four
writers. For the rest of the 16 writers, only information
about music clefs has been used for the identification.

Figure 4. A music score without any clef.

We have compared the proposed method with two
symbol-independent writer identification (W.I.) meth-
ods. The first one is based on the extraction of 100 typ-
ical features for handwritten line text recognition [6],
whereas the second one is based on the extraction of
textural features [7]. Figure 5 shows the W.I. rates of
the three approaches for different database sizes.

The comparison of the results of the two symbol-
independent approaches shows that both approaches
reach similar performance (73% and 76% of writer
identication rate for 20 writers). Our symbol-dependent
W.I. approach significantly outperforms the others, with
a W.I.rate of 93%, also showing a good scalability de-
gree (from 96% with 5 writers to 93% with 20 writers).
In this sense, the textural approach decreases signifi-
cantly when adding more writers to the database (from
92% with 5 writers to 73% with 20 writers).

It must be noticed that symbol-independent ap-
proaches are very robust, avoiding the dependence
on a good recognizer. Contrary, the performance
of a symbol-dependent writer identification method is



closely related to the performance of the detection and
segmentation of symbols. Consequently, a more ac-
curate symbol-detection technique, will obviously in-
crease the final writer identification rate, and vice-versa.

Figure 5. Writer identification rates of the
three W.I. approaches for an increasing
number of writers.

7 Conclusions

In this paper we have proposed a symbol-dependent
writer identification method based on the shape or mu-
sic clefs and notes. It has been performed using a cas-
cade of two classifiers for saving computational cost
time. The classifiers are based on the computation of
the BSM descriptor and the DTW-based features. After
detecting and segmenting the clefs and notes, the classi-
fication is performed using a non-supervised approach,
in which the clefs (or notes) belonging to the test mu-
sic pages are compared to the clefs (or notes) from the
training music sheets.

Experimental results show that although there is an
important amount of false positives in the segmentation,
the retrieval of symbols is enough accurate for the writer
identification method. Results show a very high writer
identification rate (93%) in a database of 20 writers and
200 music pages. Although the method should be ap-
plied to a bigger database, the promising results show
that this method has a very high discriminatory power.
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