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Editorial

The field of ICT seems to have sur-
vived the devastating consequences of
the implosion of the technological bub-
ble that clouded the start of this new
century. New generations of short-
lived businesses, languages, and de-
vices have brought in the last five years
a tremendous challenge for IT profes-
sionals whose altogether slower rate of
renewal requires them, both as indi-
viduals and as a group, to make a ma-
jor and costly effort to keep up.

In the current climate of globaliza-
tion and offshoring, academic learning
is not enough to meet, either quantita-

tively or qualitatively, the production
needs of a sector in the midst of a pro-
found change and the personal needs
of a group of professionals who can
expect forty long years of exercising
their chosen profession in a sea of con-
tinual challenges. There are those who
fear that in our training we are using
professional profiles that look towards
the east, while we are neglecting the
profiles that are essential to our Euro-
pean working environment that origi-
nate here or are imported from further
west.

CEPIS has been preparing to help

address this situation with the aid of
its splendid de facto watchdog group
of 300,000+ active professionals. In
this five-year ICT 'trough', CEPIS
has been in the frontline of European
Certification  concerns regarding e-
skills, the in-depth study of their
shortcomings, the analysis of their
misadaptations, and the way to over-
come them by professionalism.

One of the most important results
of this effort has been the massive re-
launch of EUCIP, the European Certi-
fication of Informatics Professionals,
which provides three interlinking cer-

Our Training as European Professionals

Editorial

Figure 1: The EUCIP Interlinking Certification Options.
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tification options EUCIP Core, EUCIP
Professional and EUCIP IT Adminis-
trator (see Figure 1). Several years of
pilot projects in relatively classical pro-
files have been combined with the large
scale training experiences (different
but convergent) provided by several
million ECDLs and ICDLs (European
and International Computer Driving
Licences). This work has resulted in a
certification suite suitable for IT pro-
fessionals at any stage in their career.

EUCIP Core offers a broad basis
covering aspects of planning, building
and operating IT Systems. This certi-
fication can then lead to EUCIP Pro-
fessional, a certification which allows
candidates to choose from 21 advanced
training profiles geared towards actual
professions (see Figure 2). The EUCIP
Professional profiles cover the tasks
that professionals will be required to
perform in their actual careers, strik-
ing the right balance between manage-
ment, development, and operational
aspects which employers demand, ena-
bling IT professionals to consolidate,
update, and certify their irreplaceable

experience, the benefit of which is so
often lost due to a lack of continuity.
In addition, EUCIP IT Administrator has
been developed to cover the essential role
of an IT Administrator to be found in so
many small to medium sized companies
or regional offices of larger organisations.

With this unprecedented interna-
tional effort that has involved thou-
sands of hours of work, CEPIS invites
us to our future, to a programme that
provides a wonderful opportunity to
certify what we know and know that
what we certify will be useful to us in
the future.

Figure 2: The twenty one Advanced Training Profiles of EUCIP Professional Certification.
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Introduction to Assistive Technology for the Blind

Jaime López-Krahe

Presentation

The two fundamental problems facing blind people are
the difficulty of knowing where they are and getting about,
and the impossibility of having direct access to informa-
tion, whether in written or in electronic form.

The evolution of assistive technologies for the blind saw
a boom at the end of the last century, opening the doors to
exciting new prospects for the present day.

Several articles of this monograph look at the current
situation and the research outlook for these issues. In this
introduction we will take a historical look at the evolution
of assistive technology for the blind from the 18th century
to the end of the millennium in the hope that it will help
readers have a better understanding of this monograph .

According to the World Health Organization (WHO),
blindness is a visual acuity of 20/400 or 0.05% in the better
eye and with the best possible correction. The problem of
helping the blind to integrate in everyday life has been ad-
dressed in some way or another since time immemorial. But
where once only the most basic form of aid or merely com-

passion was offered, now a more autonomous concept of
life for the visually impaired is pursued.

The greatest problems facing the blind to acquire this
autonomy and their solutions fall into two main categories:

The possibility of getting around independently; in
other words, mobility and navigation aids.

Access to written information and the social memory.
This includes accessibility to digital information on com-
puters by means of specialized digital interfaces.

1 Mobility Aids

The White Cane
Apart from those natural human aids (or rather guides)

popularized in Spain by the fictional character Lazarillo,
the first technical and intuitive aid is the simple stick. It
allows the user to explore the cone of space within its reach
although it cannot detect obstacles above ground level (over-
hanging or projecting objects, etc.) while hazards caused
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by level changes (stairs, holes in the ground) are only de-
tectable if they are specifically explored. This "device" dates
back a fair way as we can see in Bruegel the Elder’s dy-
namic and almost cinematographic painting "Parable of the
blind leading the blind" (see Figure 1) in which we see a
number of blind people guiding one another, with the lead-
ing ones falling over and bringing the ones behind down
with them.

After the catastrophe of the First World War the number
of blind people grew considerably and the white cane came
to be an instrument with a dual function: firstly it was to
help blind people get around more easily and secondly to
let the people around them know that the person using the
white cane was visually impaired. This invention has been
attributed to George A. Bonham of the Peoria Lions Club,
Illinois, USA in 1930 and its use rapidly became widespread.

The proper use of the white cane, and in particular of
the long cane, requires special training by mobility instruc-
tors to optimize its usefulness.

The Guide Dog
The use of animals as mobility aids is relatively recent.

By way of an anecdote, reproduced below is a photograph,
probably from the late 19th century, showing a blind man
being led by two hens (see Figure 2); the information con-
veyed by the photo is minimal and we can only assume that
the level of training that a pair of hens can attain is also
minimal to say the least.

The first attempts to train guide dogs apparently occurred
in Austria in the late 18th century according to references

by Leopold Chimani who in 1827 mentions the case of
Joseph Resinguer who had trained dogs for his own use.
Later the rigid harness (Johann Wilhelm Klein, 1819) ap-
peared but its use was ignored for practically a century
<http://www.nodo50.org/utlai/perros.htm>.

We had to wait for the consequences of the Second World
War before the appearance of dog training establishments
in a number of countries, often as a consequence of indi-
vidual initiatives (Gerhard Stalling in Germany, Paul
Corteville in France and later in Spain).

We should also mention here the efforts of the Lions
Club which has encouraged the development of this mobil-
ity and safety aid in many countries for people with visual
impairment, including of course the ONCE.

Electronic Mobility Aid Devices
Late in the 20th century electronic mobility aids began

to appear based on interferometer systems [1]. The first tech-
nologies used were based on the emission and reception of
infrared rays which allowed obstacles to be detected by reflec-
tion up to a distance of 3 to 4 metres (Tom Pouce, Teletact)[2]
(see Figure 3).

Later laser technology devices were used allowing a
greater range and better processing of the information. These
devices may take the form of canes or glasses which inter-
face with the user in one of two ways; by touch or by sound.
A tactile module enables the user to obtain information about
obstacles. Acoustic systems provide information by means
of tonal differences (higher or lower frequency) depending
on the location of the obstacle and varying loudness to in-

Figure 1: Parable of the blind leading the blind. 1568: P Bruegel the Elder, Pinacoteca di Capodimonte, Naples,
Tempera on canvas 86 x 154 cm.
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Figure 2: Blind Man Led by two Hens.

Figure 3: Teletact.

form users about how far away the obstacle is. One of the
difficulties preventing these devices from being more widely
adopted is the need for specialized training in their use.

The use of satellite positioning (GPS) and orientation
devices open up further perspectives, although there are still
some unresolved problems since in built-up areas the pres-
ence of buildings can interfere with satellite signals, espe-
cially on pavements. These devices can also be linked to
mobile telephones capable of transmitting images, which
enables users to summon remote human aid.

2 Information Access Systems

Direct Transduction
Direct transduction devices convert visual information

into information that is accessible to the blind. They do not
use intelligent processing systems, but depend simply on
energy transformation. This technology is often referred to
as sensory substitution.

Tactile Stimulation
The first intuitive was in this sense to convert visual

information directly into tactile stimulation, thereby respect-
ing the two dimensions of shapes. The sense of touch is
made up of nerve endings that can detect various sensa-
tions (cold, heat, pressure, etc.). It is important to know the
exact nature of these nerve endings so as to be able to
optimize their stimulation. One important feature is their
spatial distribution frequency, especially of pressure sensi-
tive receptors. In 1 cm2 the fingertip there may as many
pressure receptors as in 200 cm2 of any other part of the
body. Another important feature is that tactile sensory cells
act on an On/Off basis, emitting an action potential when
they are stimulated and also when they cease to be stimu-
lated (for example, they "notice" when you put on a pair of
glasses or a hat, and when you take them off, but not while

you are wearing them). For this reason stimulation must be
effected by prompting an exploration with movements or
by making the stimulators vibrate.

Around 1880 Camile Grim presented his "Anoculoscope",
a prototype of 64 (8x8) light sensitive selenium cells which
used electromagnets to activate an identical number of stimu-
lating tactile pins according to the light that fell on matrix of
cells[3].

Later other experiments focused on stimulation of the
user’s back or tummy as can be seen in Figure 4 [4].

In the seventies another device appeared; the Optacon (see
Figure 5), developed by Telesensory Corp. This was a device
comprising a camera with 6x24 receptors connected to a screen
with an identical number of vibrating pins that allowed the
user to feel the shape by stimulating a finger. It was success-
fully marketed until the turn of the century. It enabled users to
access documents, for example, after a basic training course,
although reading speed remained slow and the process was
tiring. A miniaturized camera was located on two rollers to
make it easy to move along the line and it was equipped with a
zoom and an adjustable tactile screen (frequency and intensity
of vibration, inverse stimulation, etc.).

Some research going on today in the field of visio-tac-
tile sensory substitution is focusing on stimulating the un-
derside of the tongue[5].

Acoustic Stimulation
Another possibility of stimulation, although of a more

abstract nature, is acoustic stimulation . In this case the idea
is to transmit bi-dimensional information via a one dimen-
sional channel such as hearing. However, by analyzing the
frequency of such signals we can achieve a pseudo two di-
mensional encoding. The first research into this type of sen-
sory substitution is attributed to Fournier d’Albe [6], who
invented and perfected [7] the "Optophone" for which read-
ing speeds of up to 60 words a minute were claimed [8]
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(although such a claim may be optimistic). Later other de-
vices based on this principle were marketed, such as the
"Visotoner" or its subsequent, more developed version, the
"Stereotoner". It worked by means of a camera that pro-
jected an image onto an array of photo-receptors, each of
which was associated with a rising or falling frequency de-
pending on the position of the image. By passing the cam-
era over a line of text a user would hear sounds represent-
ing the shape of each letter; for example the letter "v" would
be represented by a tone that started high, then fell, and
then rose again.  Mauch Labs. Inc. ceased to manufacture
these devices in 1977.

Access to Written Information

Braille
The most commonly used method of reading for the blind

is braille, invented in 1827 by  Louis Braille in France when
he was just 18 years old. It consists of a binary information
system using a cell of six raised dots (2x3) which is well
adapted to tactile exploration. A well trained blind person
can achieve reading speeds akin to those of sighted people.
The main drawbacks to the system was the space it occu-
pied, its difficulty to learn, and the cost of producing texts.

It was an indirect system of access to the written word
insofar as it required someone else to manually transcribe
the text (although a number of copies could be made at the
same time by putting two or three sheets in at the same time
and pressing harder).

In order to make reading faster and save space, some
countries developed a kind of shorthand  braille. There are
specific coding systems to transcribe music scores or math-
ematical texts, which need to overcome the problem caused
by the fact that braille is a linear system and music and maths
require multi-dimensional information to be represented

(matrices, fractions, five line staves). This information is
represented by a system of operators and parentheses.

Reproduction difficulties became a thing of the past with
the appearance of the braille printer and the thermoformer
– a kind of embossing photocopier.

The First Refreshable Braille Devices
In the mid seventies O. Tretiakoff invented an electronic

system of refreshable braille on a 12 character display. By
combining this display with a and audio cassette machine
and a 6-key braille keyboard he produced an innovative
device: the Digicassette. The braille was recorded on a cas-
sette and could be read on the 12 character braille display
(which was later increased to 20). This system made copy-
ing easy and solved the problem of the sheer volume to be
stored. Later another US company came up with another,
similar system, the VersaBraille (see Figure 6), which was
equipped with a serial interface that allowed it to be con-
nected to a computer. The early cassette based recording
systems of Digicassette and VersaBraille were later upgraded
to floppy disk. These computer connectable refreshable
braille displays represented a major step towards Internet
accessible systems.

Generation of Interface Devices
Until relatively recently the quality of speech synthesis

was too poor to be used in assistive technology for the blind.
Today that problem no longer exists and an ever increasing
number of blind people are turning to this solution, which
is not incompatible with Braille and, while it falls short in
some areas, has some other very interesting advantages such
as ease of access, ease of indexing, and the possibility of
increasing reading speed. Today speech synthesis is a cheap
and simple way of electronically accessing any text docu-
ment.

The refreshable braille systems used in Digicassette and
VersaBraille paved the way for modern day devices em-
ployed as a means of accessing computerized systems di-
rectly via a braille interface (see Figure 7).

Today practically all printed information is transmitted
through electronic media which, once legal and administra-
tive problems have been overcome, allows direct access
either by speech synthesis or by braille.

Figure 5: Use of the Optacon.

Figure 4: Transmission of Information by
Dorsal or Ventral Stimulation.
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Figure 7: Refreshable Braille Interface Device.

Figure 6: VersaBraille.

This means that we have to take the needs of blind peo-
ple into consideration when generating Web documents or
pages. We need to take into account and respect W3C –
WAI (Web Accessibility Initiative, <http://www.w3.org/
WAI/>) recommendations to ensure that Web sites are ac-
cessible to everyone. A lack of awareness of these basic
rules often prevents access to this type of information.
Webmasters need to be aware of these initiatives and learn
how to provide simple options for visually impaired people
(contrast inversion, page amplification, etc.) It is more a
problem of culture and unawareness than a lack of willing-
ness so any information in this regard can only be welcome.

Advances in Form Recognition
The first reading machine based on intelligent character

recognition was designed by Kurzweil who in the early
eighties marketed a device that enabled blind people to ac-
cess printed text automatically. It was a machine (like a large
photocopier) which processed an image and outputted a
speech synthesis in English. It was specifically designed
for the blind and its high price meant that its use was mainly
limited to specialized centres and libraries .

More recently, thanks to the widespread use of office
applications, the cost of hardware and software has come
down so much (computer, scanner, OCR package, speech
synthesis or braille line) that it is now a reasonable option
in terms of achieving direct access to the printed word.

Moving towards the present day, we should look at such
inventions as the KNFB reader, also invented by Kurzweil,
which is the first portable automatic reading device to read
printed texts. It is based on a combination of numerical pho-
tography, PDA, and speech synthesis with a considerable
memory. The device detects the edges of the document, in-
dicates when the photo can be taken, and in a matter of
seconds the text can be heard.

These small computers equipped with cameras can also
be used to identify everyday objects; cans of drink, caned
foods, medicines, etc.

Low Vision
The definition of blindness that we saw earlier involves

the total absence of vision, but in many cases the use of
residual vision is also an option, provided that the right
equipment is available. From conventional magnifying
glasses to electronic magnifiers sometimes linked to a com-
puter and character recognition systems, there are solutions
available to help those with low vision access information.
Depending on the nature of the residual vision, such de-
vices  can allow users to alter the presentation, colour, size,
etc. of the text they wish to read.

3 Conclusion
The purpose of this brief historical overview is to intro-

duce the subject of this edition and give readers a better
understanding of the assistive products available to help the
blind and partially sighted integrate into the information
society and achieve autonomy.

In the following articles readers will be able to see the
current trends, the state of the art, the direction that research
is taking, and the developments we can expect in the matter
of assistive technology.

Two clear trends can be identified:
A specific development, the need for which arises at

a specific moment in time, such as braille displays.
The use of general purpose technologies that can be

developed as technology advances.
If it is impossible to avoid using special interfaces, it

would seem logical to ensure that such devices are produced
in such a way as to be integratable with conventional tech-
nology by using standard connection methods and protocols.
Otherwise the result will be products that are too costly,
hard to maintain, and with a tendency to become quickly
obsolete, to the consequent frustration of their users. Thus,
the development of general purpose OCR, with its falling
cost and increasing reliability, is causing information ac-
cess devices of a more special purpose nature to gradually
disappear.

Digicasette, VersaBraille, Optacon, Stereotoner and other
such devices have given way to an ever changing informa-
tion technology and an (accessible?) Internet with specially
adapted but minimalist interfaces that integrate perfectly and
make use of existing general purpose systems.

Translation by Steve Turpin
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1 What Is Blind?
If we start by consulting the Dictionary of the Spanish

Royal Academy (DRAE) we find this definition of "blind":
"Deprived of sight".

Or in the Seco dictionary [1] "adj 1 Deprived of the sense
of sight. Also, referring to people. DPlaja Literatura 213:
'Each  person Lázaro serves is the butt of his mockery: he
sees the evil that resides in the blind man.' ". In spite of
being a dictionary of usage, this dictionary, like the DRAE,
has very little to say on the subject. Moreover, I think that,
given the vast number of references to be found in litera-
ture, the one chosen can hardly be said to be the most fortu-
nate example.

Going back in time a little, to the first half of the 20th
century, the María Moliner dictionary, also a dictionary of
usage, defines blindness as: "Physiologically incapable of
seeing". This definition is not exactly over-explanatory ei-
ther, but I prefer it.

Another longer leap backwards in time. The Diccionario
de Autoridades, the first dictionary produced by the Span-
ish Royal Academy in the 18th century which backed up its
definitions with examples of real usage: "Deprived of sight,
like a man born without it, or who lost it later, through ac-
cident or illness: also used for animals. From the Latin
‘caecus’ with the same meaning".

And going back a little further in time to the early 17th
century and another dictionary, one which nowadays may
seem a trifle exotic as it is a compilation of the personal
knowledge of just one man. It was the first formal diction-
ary of Spanish and the criteria used to decide its entries are
varied in the extreme. There are a great many personal com-
ments and opinions, it is entirely subjective as we can see
by the definition of "blind", and sometimes his definitions
are almost encyclopaedic; he tells us everything he knows
related to the word in question. I am referring to Sebastián
de Covarrubias’s  Tesoro de la lengua castellana o española:
"A man or animal that lacks sight. The man may have been
born blind and may never recover [his sight], unless by a
miracle; or may have lost his sight due to an accident".

These last two definitions give us some more informa-
tion, but let’s keep looking. Moving away from the purely
academic and returning to more modern times, we find other
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contributions: "Blind! Mother of God! the worst thing that
could happen to me!". That’s what some passers will in-
variably say to us when they generously offer us their arm
to help us across the street. And then they might add: "I do
so admire you people!". We hear this kind of intrinsically
contradictory comment about our blindness regularly. If
blindness makes us admirable, what’s all the fuss about?

What is objectively true is that blindness in a person is a
condition that’s easy to see. As for most generalizations,
there are exceptions, but not many. Normally, if you have a
visual impairment, sooner or later the people in your circle
are going to notice. I am also convinced that blindness is
something which very few people view with indifference.
The proof of this that there cannot be many people who, at
one time or another, have not closed their eyes to try and
imagine what it’s like to be blind. Do you remember the
children’s game ‘Blind Man’s Bluff’? From Homer, epic
poet of ancient Greece, of whom it was said he was blind,
to the current day, we find references to blindness in litera-
ture: El Lazarillo de Tormes, El concierto de San Ovidio, or
El Túnel are all important literary works featuring charac-
ters who are blind.

For this reason I think now would be a good moment to
clarify a number of points before centring in on the topic of
this article. From the perspective of my more than fifty years’
experience, or perhaps a little less, depending on how you
look at it, since while I have been blind since birth, I had no
clear awareness of being blind until I reached more or less
the "age of reason" (can that be a coincidence?), to this day
I still don’t know whether blindness makes a quantitative
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or a qualitative difference. And I’m beginning to suspect
that the answer to this dilemma is for ever going to remain
in the pending file of my life.

However, what I am in no doubt about, is that blindness
is a characteristic that sets us apart, that creates group iden-
tity, and causes a major change in the way we relate to our
human, social, and physical environment.

Leaving aside any possible value judgements, I will try
to limit myself to the more objective aspects. Oh, and by
the way; closing your eyes is not much like being blind at
all.

The term ‘visually impaired’ covers a wide range of prob-
lems. You may be able to see nothing at all or you may see
a little. And if you see a little, what you do see may vary
both in quantitative and qualitative terms from person to
person. You may see only light and vague shapes, or you
may see enough to walk along a street without using a white
cane, for example, but only when there’s not too much light,
or using only the middle part of the eye, as if you were
looking down a tube, etc.

The two parameters that are most commonly used to
express these differences are visual acuity and visual field.
Visual acuity refers to the distance at which a person sees
an object clearly. A visual acuity of 1 means normal vision
and the figure goes down as the size of the object in ques-
tion needs to be increased to be seen at the same distance.
For example, a person has a visual acuity of 0.5 if he or she
needs the size of the object to be doubled or, of course, the
distance to be halved. Thus we can speak of:

Total congenital blindness: does not even know what
seeing is, therefore has no notion of light and darkness, or
of colour, cannot see black, simply does not see.

Total acquired blindness: all visual function is lost
due to illness or accident, but some memories remain as
intellectually manageable concepts.

Visual impairment: when there is some usable re-
sidual vision that can be optimized by using technical aids.

In the first two cases we are talking about the blind,
while in the third case we are referring to the visually im-
paired.

In addition to the visually impaired whose degree of im-
pairment qualifies them as legally blind, there is another
group of people who "cannot see properly". These people
are said to suffer from "low vision". This is a concept based
on functionality and is therefore difficult to define with com-
plete precision. These are people who, after appropriate
treatment and standard refractive correction, have in their
better eye, a visual acuity of between 0.1 and 0.3, or a visual
field whose extent in all directions around the fovea (i.e.,
around the physiological centre of the visual field) is less
than 10 degrees (i.e., a diameter of less than 20 degrees) in
the eye with the field of greater central extent, but who uses,
or is potentially able to use, vision for various tasks. Obvi-
ously, there is no strict dividing line between visual impair-
ment and low vision, regardless of whether the condition
falls inside or outside the threshold of legal blindness.

This is a relatively new field of care which is mainly the
responsibility of optometrists who attempt to provide more
or less effective solutions through the use of optical devices

for the conditions that medical science still cannot cure. Low
vision occurs more frequently among the elderly, but it can
affect any age group, which is why technology is so impor-
tant as a source of optical aids.

2 Does Being Blind Create a Lot of Complications?
In every facet of life a blind person makes use of a set of

capabilities that are different from those enjoyed by the ma-
jority of society and, therefore, each facet will be compli-
cated or not depending on whether he or she has the neces-
sary resources with which to act. For example, if it’s a mat-
ter of reading a book and that book is available in a format
that a blind person can handle (braille, sound) there’s no
problem. The problem only arises when the book is in a
format that is inaccessible to a blind person. I would like to
underline this difference. This is a true case of functional
diversity. Minorities characterized by some kind of func-
tional diversity will find things more or less difficult de-
pending on to what extent society is capable of responding
to those functional diversities. I am referring of course to
the strictly physical aspects. The emotional side is beyond
the bounds of this article.

The visually impaired are a diverse and varied group,
depending on the degree of vision they have (if any), the
nature of that residual vision, any skills they may have had
before they first encountered visual problems, their eco-
nomic and social status, any rehabilitation they may have
received, etc.

So what we need to do is to look for flexible solutions
and, depending on how successful we are, we will be able
to mitigate the difficulties facing the visual impaired.

3 Market and Technology
In western society, the frame of reference used in this arti-

cle, the blind and visually impaired represent around 1.5% of
the population. In other words, it’s a relatively small group of
people and, as such, does not carry much weight when it comes
to influencing market priorities which tend to be based on prof-
itability criteria and gravitate towards a supply that will reach
the highest number of consumers possible.

Meanwhile, technological advantages depend on the in-
terests of the entities that fund research, and once again
people with functional diversity are not a priority. In view
of this scenario, what tends to happen is that, more often
than not, technological advances tend to exclude these
groups, either wholly or partially. However those same tech-
nological advances often give rise to opportunities that, when
properly realized, can provide interesting solutions capable
of addressing some of the difficulties caused by disability

Also, bearing in mind the longer life expectancy of the
population, an increasing number of people reach an age at
which a variety of functional limitations begin to make an
appearance. As this group of people grows, so does their
economic importance, and they begin to become more in-
teresting from a business point of view.

4 Active Participation
The visually impaired must not be excluded from the

information society and  the new technologies. That would
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only add to their functional differences by making tools used
by the sighted majority inaccessible to them.

I therefore believe that it is our responsibility as a group
to get involved and participate, claiming our rights as users
but also contributing with our collaboration in all processes
where it may be of use: from the prototype design phase to
the market launch of the finished product. With an open
mind and an active will we need to find the way to become
directly involved in the processes of research, manufacture,
and design so that our problem is taken into consideration
from the very moment an idea is first conceived. In that
way the idea can be developed and brought to fruition as a
product that meets "design for all" or "universal design"
criteria.

Modifying something already on the market so as to
make it usable by a blind person requires much more work
and added expense than if those modifications had already
been included in its conception, design, and manufacture
stages. Also, when something is designed using design for
all principles, it invariably ends up benefiting all users,
whether disabled or not.

5 Technology and Visual Impairment
In my opinion it is a legitimate aspiration of all the vari-

ous groups of people with functional diversity to enjoy the
benefits provided by technology. To achieve this we need
to ensure that technological advances incorporate features
that enable them to be used by the blind or visually im-
paired, and use such advances to address the problems in-
herent to their visual impairment. We will use this new tech-
nology both to improve available resources and to replace
visual information by auditory or tactile information; i.e. to
make use of our other senses when there is no residual vi-
sion.

Whenever possible we should apply general purpose tech-
nological advances to disability related applications. Only when
it is strictly necessary should we develop technology for the
specific use of people with functional diversity, what is known
collectively as assistive technology. The reasons are obvious:
general purpose technology will always be more economical
and will evolve according to the dictates of the market, while
assistive technology will always be more expensive and will
evolve less or at a slower pace.

6 Information Technology
Information technology plays an undeniably important

role in society. The Internet is a very significant source of
information and of business tool. From merely looking up
information, to buying tickets, performing bank transactions,
etc., it is practically impossible to find a reason for not get-
ting involved in IT. If the visually impaired are to take part
in this wonderful world, we need to ensure that both hard-
ware and software are accessible to them while guarantee-
ing the accessibility of Web pages.

One of the most fundamental aspects of this area of work
is that of standardization, or   the definition of standards to
help facilitate communication between all the various ele-
ments, both hardware and software. The closer any element
of hardware or software comes to conforming to the appli-

cable standard, the more useful and interesting it will be in
terms of accessibility. Among the most important features
are: operating system independence, portability (weight and
size), versatility of communication, and capability of evolv-
ing with the environment.

It is also very important to maintain the functionality of
assistive tools. When a new version of a product comes out,
it should not lose compatibility with screen readers and other
assistive technology tools, something which unfortunately
happens all too often (if it happens once that is one time too
often). What tends to happen is that when a new version of
a product comes out, technical aids lose some of their
functionalities while others are improved. Of course, tools
need to evolve, but if they evolve on the assumption that
the latest version of the product is already in common use,
these tools will always arrive late, badly, or never to the
consequent detriment of users.

Price is nearly always a sticking point when marketing
new assistive technology. To overcome it we need to try
and join forces and avoid competing in a market that is al-
ready too small. We also need to try and get state authori-
ties involved to help with funding and in particular to pro-
mote the culture that products should be accessible from
conception.

Among the technology currently available on the mar-
ket there are a number of solutions that are already up and
running. The first problem we need to overcome in order to
make use of them is how to handle the mouse and the screen
reader.

6.1 Mouse Handling
Not being able to see where the mouse is pointing makes

handling the mouse an impractical proposition. The solu-
tion is to use the keyboard, a skill which is not particularly
difficult for a blind person to learn. However, if this is to be
viable, the operating system and the application to be used
should be designed for that purpose. If this possibility is
not provided for internally, the application will be inacces-
sible. For every function a mouse can perform there should
be a sequence of keystrokes equivalent to the correspond-
ing mouse clicks.

6.2 Screen Magnifiers
For people with a considerable degree of residual vi-

sion, the ideal solution is to provide them with the possibil-
ity of magnifying the image and altering the colours so as
to adapt the presentation to their visual capability. These
features are available in software that normally goes by the
name of "screen magnifier".

6.3 Screen Readers
For blind people we need to resort to voice and/or braille.

Nowadays there a excellent sound card based speech syn-
thesizers which form the basis for what are known as "screen
readers", programs that read out load whatever is on the
screen, provided that  the operating system considers it as
text. A screen reader is normally built around a basic mod-
ule which interacts with the operating system and a number
of profiles that act as links for the various applications. They



UPGRADE Vol. VIII, No. 2, April 2007  13© Novática

Information Technologies for Visually Impaired People

are designed to be able to tailor the function of reading to
each user’s needs, always by using the keyboard. A user
might require the program to repeat a phrase, spell out a
word, say the colour of a character, change the speed of
reading or the tone of voice, etc. They are highly versatile
programs which provide user-friendly management of the
contents of the screen .

However, there are times when a user may wish to read
content that the operating system does not identify as text,
but rather as a graphic. In this case, screen readers are inca-
pable of capturing or interpreting that information. A graphic
is always a graphic. Whether it is a photo of someone or
somewhere, or the page of a book, it will always be an im-
age that the screen reader cannot interpret.

6.4 OCR
A type of software known as OCR (Optical Character

Recognition) has been developed based on a general pur-
pose tool, the scanner, the purpose of which is to scan the
graphics on a page and convert them into text. Naturally, if
the scanned page contains no characters, there will be noth-
ing to convert. Generally speaking excellent results can be
obtained with a minimal error rate, although much depends
on the print quality of the graphic to be scanned. Nowadays
there are even OCR programs capable of working directly
with PDF files.

There are also scanners that come equipped with their
own OCR and operate as an independent device with a voice
output and their own storage capacity. Or programs that are
compatible with certain scanners, but work through a PC.
These resources are an enormous help when it comes to
accessing the printed word, which has always been one of
biggest obstacles facing the blind or the visually impaired.

6.5 Talking Browser
A screen reader will invariably have a profile enabling

it to be used with one of the standard Internet browsers.
However, there is also the possibility of an Internet browser
that can be operated using a keyboard and with a voice out-
put. However, there is a substantial price difference between
a voice browser and a screen reader, which is much more
expensive due to its greater functionality.

Other software tools have been brought out that enable
users to alter the "aspect" of a standard browser by chang-
ing sizes and colours. These tools are available through links
to the supplier on the page that the end user wishes to visit,
thereby providing added value for that page.

6.6 Braille Display
This is a hardware device used for converting the con-

tent on a screen into braille. At present these devices usu-
ally run under screen reader software, although they have a
degree of functionality that enables the user to read "ac-
cording to taste", to change line, to use a 6 or 8 dot braille,
etc., using its own keyboard. They may vary greatly in size
depending on the number of characters they can display,
from 20 to a  maximum of 80, among other factors. There
are also significant differences in the way they connect with
the computer. Today some devices connect via Bluetooth;

they are very compact displays and convenient to carry
around.

The price still needs to come down as they are very ex-
pensive devices, partly due to the cost of some of the mate-
rials used in refreshable braille displays, and partly because
of the fact that this is assistive technology for an especially
small market. However, it is a vitally important device –
braille is, after all, the blind person’s reading and writing
system - and we therefore need to promote and facilitate its
use [2].

6.7 Braille Printer
These are used for printing in braille. They are normally

used for text, but there are some printers that enable simple
graphics to be printed.

6.8 Personal Notetaker
For a number of years now, it has been possible to ac-

quire notetakers that can be used  as standalone devices for
word processing, storing a certain amount of data, as calcu-
lators, etc. and they have enjoyed great success among blind
users. They are easier to use than a computer, their size and
compactness makes them ideal to carry around anywhere
and, in short, they are a highly useful tool. If they can also
be used for exchanging information with a computer, then
we are talking about a truly valuable resource. Input to nearly
all models is provided by a braille keyboard while output is
by voice, although there are devices with a braille output
that are less widely used, perhaps due to their considerable
extra cost.

6.9 Web Pages
In order to browse the Internet, it is not enough to have

tools enabling a blind person to handle a computer. If a Web
page has not been designed in accordance with the WAI
(Web Accessibility Interface) standards recommended by the
W3C (World Wide Web Consortium), the page is likely to
be totally inaccessible. Pages designed with plenty of graph-
ics, movement and so on with the idea of appealing to visi-
tors, are often also very tedious and deficient on certain
browsers, types of terminal etc., and tend to be a headache
for screen readers. Ideally designers should meet WAI stand-
ards from the initial design stage, but that doesn’t mean they
have to abandon their aesthetic aspirations; an accessible
page does not have to be an unsightly page. And forget any
ideas of providing a "text-only version" as a solution. Firstly,
because there is no reason why a text version should neces-
sarily be any more accessible than the page it replaces, and
even if it were, it means twice the work to produce a page
that may well be obsolete within the month, making it a
complete waste of time.

At this point it should be made clear that when we speak
of accessible Web page design we are talking about acces-
sibility in terms of the principle of design for all, not just
for the blind or visually impaired which, while being par-
ticularly sensitive to this problem, are not the only people
with functional diversity that need to be considered.

In fact nowadays we should also be speaking of routine
accessibility practices. Web pages should be designed to be
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accessible, but we should also be applying usability and
accessibility principles in our day-to-day work. By way of
an example, think of the way the changes made to a docu-
ment which several different people are working on are
marked with different colours. The use of different colours
to indicate changes is fine, but it’s no help to blind people.
Let’s add, say, a double asterisk, and, hey presto,  problem
solved.

Leaving aside commercial considerations, governments
should strive to ensure that, on the one hand, its Web pages
are usable by all its citizens and, on the other, that the soci-
ety being built is an inclusive one. Governments thus bear a
heavy burden of responsibility when it comes to enacting
laws to promote universal accessibility.

7 Other Areas of Technological Action

7.1 Medical Science
Technological advances play an important role in medical

science. Major advances in surgery have been made while neu-
rological research is entering territory that some years ago
would have been thought of as science fiction. Any battles that
medical science can win in the fight against visual impairment,
from curing diseases to the neurological emulation of the visual
function of the brain, a field in which interesting progress is
being made, will very more than welcome. The role of stem
cells also appears to be promising.

7.2 Optical Science
The field of optical science has a great deal to offer.

From the simplest magnifying glass to the most sophisti-
cated video magnifier that allows you to adjust the magni-
fication, colour contrast, reflections, etc., there is a wide
range of products on the market today.

7.3 Digital Books
The new technologies have brought about a radical

change in the matter of accessibility to books. While it is
true that braille is the reading and writing system of the
blind, for various reasons some form of voice technology
has very often been used for the purpose of reading. In the
past there were cassette recordings of books, recorded by
real people. Playback was necessarily sequential and there
were scant opportunities to "play" with the content of a book.
This situation has changed dramatically.

Firstly, there is a great deal of literature in directly digi-
tized formats that can be handled by a blind person with the
tools currently available. The book can be "opened" and
the reader can move around inside it with ease. It will be
read either by speech synthesis or braille, depending on the
user’s hardware and software environment. Reading by
speech synthesizer through a screen reader is a little shock-
ing at first - the voice sounds a little metallic and robotic -
but with practice and with the optimal quality that these
media can now achieve, the reading standard is now more
than acceptable. It may not be the best way to read Antonio
Machado or Pablo Neruda, but it is at least possible. In any
event, if you have a braille display or a braille printer you
can read in the more literal sense of the word.

The other method is to listen to recordings made in a
digital format on a CD. Books recorded in this way will
preserve all the advantages of the human voice but will also
allow you to access the book via software capable of search-
ing the book by chapter, pages, etc. Add to this the ease and
low cost of making copies, which allows users to have their
own copy (the traditional method involved borrowing from
libraries), we can now justify the use of the term bibliogra-
phy in the broadest sense of the word.

7.4 Solid Braille
This is the name given to the use of raised dots to form

braille letters which are produced by means of a series of
droplets deposited on the surface on which we wish to write,
which then adhere to it before finally solidifying to form an
integral part of that surface. This system has been used in
trials for visiting cards, for example. It can be a magnifi-
cent solution for labelling consumables, pharmaceuticals,
clothing, etc. This is no simple task; you need a material
that is of sufficient consistency, clean, and tough, and a
mechanism capable of performing this kind of precision
writing at a reasonable cost. What I am trying to say here is
that the problem of labelling is no trivial matter. Every day
we come across packaged products  - food, cleaning, lei-
sure products, etc. – which need to be easily and clearly
identifiable if the blind are to enjoy autonomy and quality
in their day-to-day life.

7.5 GPS
This is a relatively new resource which is very appealing

to blind people. The possibility of knowing exactly where you
are while walking around places you are unfamiliar with is
really very interesting indeed. If it also provides details of the
location of specific buildings, shops for example, it will solve
one of the most common problems facing the blind. To date,
all I know is that there is a GPS service that can be used via a
mobile phone, a device which, by the way, will need to be
equipped with its own screen reader.

8 Conclusion
While we are waiting for that miracle to which our 17th

century dictionary compiler, Sebastián Covarrubias, re-
ferred, that we will get our sight back (and it is highly un-
likely that we will), let us try to make use of the aids that
technology affords us and help improve the quality of life
as far as is humanly possible. We cannot afford to miss this
boat, as there won’t be another one. Let’s get down to work
do what we can to help.

Translation by Steve Turpin
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1 Introduction
To say that we live in a highly technological society will

surprise no one.  However, it may come as a surprise to
know that not everyone enjoys the same rights under the
law. The right to information is one of the pillars of social
development which should apply to everyone but sadly this
is not the case. When information is generated, universal
design principles are not always applied; therefore, much
of the information generated is inaccessible for a number
of people due to their lack of knowledge, age, physical char-
acteristics, psychological characteristics, etc. One highly
illustrative example is the way content is posted on the
Internet. Content is not always accessible by disabled peo-
ple, even though there are clearly defined standards and
principles governing the design of Web pages and content
in place to prevent access discrimination (W3C-WAI stand-
ards [1]).

The technology used in the field of visual impairment
has all too often been developed specifically to address these
accessibility problems without actually solving them. We
will go on to analyse the role of the principal players in-
volved in this process and look at what is being done to
ensure that the visually impaired can access digital infor-
mation.

2 The User
We must all have come across people with a more or

less serious visual impairment.  However, probably not very
many of us are able to define with any accuracy exactly
what blindness is. Functionally speaking we might say that
a person is blind if he/she has perception of light only, with-
out projection, or has no sight whatsoever.

The World Health Organization [2] defines blindness as
"visual acuity of less than 3/60, or corresponding visual
field loss to less than 10 degrees, in the better eye with best
possible correction" (ICD-10 visual impairment categories
3, 4 and 5) and low vision as "visual acuity of less then 6/
18, but equal to or better than 3/60, or corresponding visual
field loss to less than 20 degrees, in the better eye with best

possible correction" (ICD-10 visual impairment categories
1 and 2).

In functional terms, we may consider a person to be visu-
ally impaired if he/she has serious vision problems and, in
order to function properly in his/her daily life, may require
a visual rehabilitation programme and/or optical or elec-
tronic aids to mitigate the negative aspects of their disabil-
ity.

The disabled come from all walks of life but all have
one thing in common; to a greater or lesser extent they all
need additional guarantees if they are to enjoy their full rights
as a citizen or participate in the economic, social, and cul-
tural life of the country on an equal footing with their fel-
low citizens [3] [4].

On the international scene there is a great awareness
and sensitivity regarding equal opportunities issues and non-
discrimination on the grounds of any personal or social con-
dition or circumstance. Thus, the United Nations Organiza-
tion (ON), the European Council, and the European Union,
among other international organizations, are currently work-
ing on the preparation of policy and legal documents on the
protection of the rights of disabled persons.
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In Europe, the most interesting developments in the field
of accessibility are to be found in the e-Europe 2002 action
plan [5] (now superseded by e-Europe 2005 [6]), which has
as one of its primary goals the adoption and recommenda-
tion of a number of Web accessibility guidelines in member
states.

It was precisely this idea of accessibility that spawned
the Web Accessibility Initiative or WAI. This is an initiative
led by the W3C which aims to improve information access
for the disabled by developing accessibility guidelines, im-
proving Web accessibility evaluation and training tools,
implementing an educational and awareness-raising pro-
gramme on the importance of Web page design accessibil-
ity, and opening up new research fields in Web accessibil-
ity.

We must all be aware of how the development of infor-
mation and communication technology has brought about a
substantial change in the way information is produced,
managed, and accessed. Such a change has undoubtedly
given rise to a huge increase in the volume of information
in circulation, but this does not always mean that that infor-
mation is accessible.

All too often when information is generated no thought
is spared as to whether the format or the medium used to
disseminate it is apt for everyone who may want to access
it. This is when we run the risk of creating a situation of
"digital exclusion", a term that has unfortunately had to be
coined to describe a situation in which we are in danger of
excluding certain sectors of society from the information
society due to disability or even social disadvantages.

Technical aids have had an enormous impact on those
suffering from visual impairment. There can be no doubt
that, in most cases, such aids are, and will continue to be,
the way people with a severe visual impairment can over-
come their disability and realize their potential.

3 Technical Aids
Assistive technology for the visually impaired comprises

electronic and/or computerized devices and aids that are
specifically designed for the blind. They may be highly spe-
cialized (requiring a specific training course before they can
be used properly) or of a lower level of specialization (sim-
ple enough not to require any prior training). These prod-
ucts are intended for the blind and the deaf-blind.

Aids for people with residual functional vision are re-
ferred to as low vision products. These are mechanical or
electronic optical aids used to correct, improve, or optimize
a person’s visual acuity.

4 The Services
There are a number of services and resources that can

be provided and, when appropriate, acquired to help the
visually impaired achieve personal independence:

Specific devices, aids, and technology.
Specially adapted material.
Material in accessible media (braille, recorded ma-

terial, and information technology).

Optical aids.
Non-optical and electronic aids.
Training and family support.
Guidance to other institutions to ensure the accessi-

bility and adaptation of physical environments.
Training and guidance for external professionals,

voluntary workers, etc.
For the purpose of this article we will concentrate on

the first four aspects and we will analyse how technical and
human resources are employed in Spain to ensure that the
visually impaired enjoy a good level of personal independ-
ence.

Among its main missions, the ONCE (the Spanish Na-
tional Organization for the Blind) [7] is committed to en-
suring that all its members and, in special cases, people who
are not members but have needs due to visual impairment,
can access, be trained in, and handle information technolo-
gies under optimal conditions and with the aid of any tech-
nical and human resources that they might require. The re-
sulting independence opens up more and better opportuni-
ties in the fields of culture, education, work, leisure, etc.

But, in order for this mission to be achievable, we must
deliver the means to constantly upgrade technical aids; that
is to say, we must work collectively on the universal design
of products and services and, where that is not feasible, we
must redouble our research efforts to develop the appropri-
ate technical resources.

With regard to the public sector, those involved in as-
sisting people with visual impairment who are registered
with ONCE provide their services under the auspices of
that same organization. The goods and services provided
by ONCE related to communication and access to informa-
tion are described below:

Shop-Showroom: In each city there is a showroom
for displaying assistive products and for handling the or-
ders made by ONCE members. These showrooms are run
by ONCE’s administrative branch offices and departments.
They are specialized shops where people with visual im-
pairment go to find the range of assistive products avail-
able in Spain.

Professionals: All activities related to training, guid-
ance, and technical support for products for the blind and
deaf-blind are carried out by technicians specializing in
devices and aids for the visually impaired. There are 85 such
technicians, and they are spread all over Spain so as to be
able to provide individual attention to users wherever they
may be. These professionals receive basic computing and
training skills before going on to learn more specialized
techniques and methods through ongoing training and re-
fresher courses organized, coordinated, and delivered by
ONCE’s research centre, the Centro de Investigación
Desarrollo y Aplicación Tiflotécnica (ONCE-CIDAT). Later
in this article we will be taking a closer look at the work-
ings and structure of this research centre, which is also re-
sponsible for the design of the organization’s intervention
strategy.

For users with residual functional vision there are



UPGRADE Vol. VIII, No. 2, April 2007  17© Novática

Information Technologies for Visually Impaired People

122 technicians throughout Spain working out of 44 cen-
tres. These are responsible for training, guidance, and tech-
nical support for low vision aids, tools to aid users in their
day-to-day lives, and spatial orientation aids .

Assistive technology classrooms: all of ONCE’s
regional branch offices, administrative departments, and
centres (45 in total) have a training classroom with the in-
frastructure and the specialized hardware and software re-
quired to deliver training and support to the users regis-
tered at each centre. These classrooms represent the hub
from which the aforementioned 85 professionals pursue their
activity and provide the appropriate technical support to
regular education establishments, training centres, compa-
nies, and basically anywhere where there may be blind us-
ers, together with ergonomic and functional studies to adapt
work and study places.

5 The Research
Organizationally, the CIDAT research centre [8] comes

under ONCE’s Dirección General Adjunta para Servicios
Sociales (General Directorate for Social Services) and works
in close coordination with the dependent department of that
directorate, the Dirección de Autonomía Personal y
Bienestar Social (Personal Independence and Social Wel-
fare Department) (see Figure 1).

CIDAT is engaged in research and development, the
evaluation, maintenance, and repair of products, the train-
ing of trainers, the provision of guidance, the import/export
of goods, the production, distribution, and marketing of
assistive products, and the provision of a personalized serv-
ice to users of technical aids for the visually impaired.

The research centre is headed by a general manager and

has five dependent departments (General Resources, Pro-
duction and Maintenance, Sales and Marketing, User Care,
and Research and Development, as well as a consulting serv-
ice to provide guidance in the use of technical aids for visual
impairment). The total headcount of all the departments,
including both skilled and unskilled workers, is around 80.

Focusing now on the Research and Development De-
partment, as part of ONCE’s ongoing quest for progress in
the removal of physical and digital barriers, this department
develops many national and European projects, putting into
practice its accumulated know-how and experience in the
definition of specifications and in the validation of trials
and products.

The Research and Development Department’s Action
Plan calls for collaboration with companies which, gener-
ally speaking, act as subsidiaries for the provision of R&D
services and the manufacture of products commissioned by,
or in support of, ONCE.

With regard to research of a more academic nature, we
would highlight the research agreements in place with a
number of Spanish universities.  This collaboration is for-
malized through institutional collaboration agreements at
various levels: education, work, etc. Thus, for example, in
the field of IT engineering, the framework agreement is
aimed at collaboration in technological research and inno-
vation through the promotion of technical support, IT de-
velopment, and the dissemination of IT, to ensure the social
integration of the disabled.

6 Plan of Research of ONCE-CIDAT
CIDAT’s [9] main lines of research are aimed at devel-

oping products and services related to:

Figure 1: Basic Hierarchy of ONCE-CIDAT.

CIDAT (Research Centre for the Development
and Application of Assistive Technology)

Personal Independence and Social
 Welfare Department

Protectorate Council

(various ministries)

       General Directorate

Assistive Technology Classrooms

     General Directorate for Social Services
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Resources facilitating access to computer-based
information. This line of research centres on the continu-
ous upgrading of screen magnifiers and readers to enable
users to access the most commonly used operating systems
and applications. This equipment needs to be accompanied
by modern information access devices such as braille dis-
plays (cell, line, or full-page) and other tactile  representa-
tion devices with improved functionality and design. Re-
search is also conducted into the integration of speech syn-
thesizers that improve on current performance in terms of
speech quality and range of languages (official languages
in Spain), and into speech recognition technologies insofar
as they help provide access to information for the blind and
the visually impaired (screen readers, magnifiers, braille
displays, PAC Mate, Plextalk PTN1, Victor Reader). Mean-
while research is also being conducted in the field of  vir-
tual reality as a source of tools capable of opening up new
channels of access to information (projects such as
GRAB[10],  INMU, etc.).

Access to paper-based information, and data con-
version and processing applications. In this field, CIDAT
works on the ongoing evolution and improvement of opti-
cal character recognition, and keeps a watchful eye on the
market for any products using this or similar technology
that might be useful to ONCE and its members. The centre
also researches into systems capable of reading ID codes
on banknotes and products (barcodes, PDF, magnetic strips,
inks, etc.).

In the field of specific technology for people with re-
sidual functional vision research is conducted into the most
advanced optical techniques to develop high performance,
portable, and inexpensive enlarging devices.

Meanwhile, for those who may wish to process the in-
formation retrieved by the above mentioned technologies,
CIDAT is conducting ongoing research into the develop-
ment of braille conversion systems, musical and mathemati-
cal notation, PDF, and the recording and playback of for-
mats such as Daisy, mp3, etc. (symbolic braille,  Bluetype
keyboard,  Lectotext, etc.).

Braille printers and print control software. In or-
der to continue to exploit the market potential created by
ONCE with the manufacture of new printers and the up-
grading of existing ones, CIDAT is researching into ways
of maintaining ONCE’s current competitive level while
meeting the needs of its members. This hardware is com-
plemented by print driver, spooler, and adjustment software
which is upgraded constantly to meet the requirements of
the printers and the demands of the market. (Braille dis-
play, Linux printer drivers, Quickbraille).

Educational and recreational software. As tech-
nology is acquiring an increasingly more significant role in
the world of education and is also an important tool in the
educational development of blind and visually impaired stu-
dents, researchers at CIDAT believe that it is essential to
pay the maximum attention to this line of research. One
aspect of this work is to ensure accessibility to the operat-

ing systems, content, and content management systems used
by each of the Spanish Autonomous Communities.

CIDAT has also developed other educational applica-
tions and devices (dictionaries, encyclopaedias, interactive
courses, concept tables, etc.) covering educational needs
from infant school right up to university.

Meanwhile the centre continues to develop adapted
games, not only for PC environments but also for mobile
telephony and even educational board games (Lambda,
BME, English course, accessibility to Spanish Royal Acad-
emy, bilingual dictionaries, Espasa dictionary, ONCE-
Larousse, tutorials...), games ("Invasión alienígena" [Al-
ien invasion], stories, "La pulga Leocadia" [Leocadia the
flea"], "Aventuras en el tiempo" [Adventures in time]…),
etc.

PDA’s and mobile telephony. These two fields,
PDA’s and mobile telephony, are undergoing a permanent
evolution towards convergence in which their separate iden-
tities are becoming blurred, therefore for the purpose of re-
search into assistive technology the two are treated as one.
CIDAT’s research is focused on continuing the progress
already made in accessibility to these devices, with the de-
velopment and/or adaptation of GPS applications, office
automation utilities, games, etc., while looking for new ways
to provide accessibility to other products via these devices.

At the same time CIDAT is researching into accessibil-
ity to new PDA models and into  accessibility to third gen-
eration telephony (MSP – screen reader for PDA’s -,
Wayfinder).

Professional tools and occupational training. In
response to the ever-changing market for the tools that drive
a company’s business activity, researchers at CIDAT study
the viability of adapting these tools to the needs of the blind
and visually impaired for activities such as remote assist-
ance, accessibility of the equipment used in physiotherapy,
distance learning applications and the adaptation of tel-
ephone switchboards. At CIDAT we are aware that this is a
sector which offers great possibilities in terms of the inte-
gration of people with disabilities into the job market.

The continuous advances made in telephony technolo-
gies in the service of the workplace makes it necessary to
identify and apply solutions that will ensure their integra-
tion in the shortest time possible, while optimizing the cost
of this type of solutions. For this reason, research efforts
are mainly focused on accessibility to computerized switch-
boards.

Accessibility to home automation and household
appliances. The development of solutions providing acces-
sibility to household appliances is centred on the communi-
cation capabilities provided by Bluetooth technology and
ONCE’s relationship with expert companies in that field
and with household appliance manufacturers, mainly using
mobile phones or PDA’s as access terminals, However the
use of other technologies as a means to access such appli-
ances is also under study.

Also, given the continuing development of home auto-
mation systems in our society, CIDAT also researches into
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technologies to provide accessibility to such systems.
Public transport. Public transport is one of the main

barriers facing the disabled. It is therefore essential that all
the players involved in this sector, whether public or pri-
vate, identify and provide accessibility solutions wherever
they are needed. In spite of the fact that the provision of
greater accessibility does not strictly depend on technologi-
cal research, the various technologies used in the field of
assistive technology may be of great help in adapting pub-
lic transport to the requirements of the blind and visually
impaired and so give them a greater independence in terms
of mobility. For this reason CIDAT works in collaboration
with public transport companies, the Public Administration,
and the ONCE Foundation, providing guidance and research
in systems that improve accessibility to public transport.

Audiovisual media. The widespread use of audio-
visual systems such as DVD, and the high expectations
aroused by digital television, make these fields highly in-
teresting from an accessibility point of view, since the de-
velopment of these media, which were designed under uni-
versal accessibility criteria, can open up a world of disa-
bled-friendly information and services. For this reason,
CIDAT collaborates with companies and the other areas of
ONCE involved in the study of and research into systems
which ensure optimal accessibility to these communication
media (Digital TV).

Manufacture, prototyping, and adaptation of spe-
cialized devices and equipment. In this field CIDAT is
involved in processes of design, prototyping, production,
and manufacture of canes, braille writing tools, the mechani-
cal parts of various assistive aids, and special adaptations
of other equipment. The centre also researches into the
manufacture of new canes that substantially improve the
quality of those in current use to meet the highest demands
of our members, using state-of-the art materials to produce
solid, stable, and durable canes.

7  Collaboration with Third Parties and Partici-
pation in Major Events

Our centre regularly collaborates with and participates
in any national and international events that may bring us
into contact with new technologies or help disseminate our
products and activities.

With regard to international events, in addition to tak-
ing part in meetings with the manufacturers of specific so-
lutions, we also participate in international assistive tech-
nology trade fairs such as CSUN (California State Univer-
sity at Northbridge) [11], SightCity (Germany) [12], etc.

Here in Spain, as well as the various exhibitions we at-
tend or organize to make our products known to users, we
also collaborate with other enterprises in a wide variety of
events of a less specific nature, such as SIMO [13] or the
Semana de la Ciencia (Science Week ) [14].

We also regularly collaborate with companies or public
or private organizations in presentations, discussion ses-
sions, workshops, etc.

We attend and often collaborate in the organization of
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events for two reasons. Firstly to keep up to date with the
new products and solutions that are constantly being re-
leased and, secondly, to disseminate our activities and raise
society’s awareness of the needs of the visually impaired
and the solutions that they require when faced with the new
technologies.

Translation by Steve Turpin
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1 Introduction
People use mainly visual information for indoor/outdoor

navigation, public transport information, textual or symbolic
indications access (bus lines, posters, packaging). Perform-
ing those daily tasks is very difficult and sometimes impos-
sible for people with visual disabilities. They must perceive
and interpret information by other senses (hearing, smell-
ing, touching) and/or asking sighted people to help them.
This human assistance is often welcome but is not always
possible in real time and does not correspond to the precise
needs of sight-impaired people.

Technical assistance has given partial autonomy to peo-
ple with visual impairments in their daily life. Thus, urban
devices installations (audio or haptic) and computer tools
improvements (speech synthesis, Braille console), have
brought some help to blind people. The boom of handheld
devices such as PDA (Personal Digital Assistants), cellular
phones, smart phones and IP cameras, has also opened the
possibilities of many applications to help partially and to-
tally non-sighted people at any time.

This contribution aims to provide a state-of-the-art re-
view of handheld computerized tools for helping people with
visual impairments. This article concerns only non-inva-
sive technological tools which enable the identification of
real objects or give information about localisation or envi-
ronment. Concerning navigation systems, two complemen-
tary approaches are considered [1]:

Obstacle avoidance systems and ultrasonic obstacle
avoiders have been developed to assist visually-impaired
travellers through the immediate or local environment.
Those systems have been widely described in literature [2]
[3] [4] and will be not detailed in this article.

Navigation through the distant environment concerns
location by GPS, GIS, GSM, Bluetooth, WLAN, RFID tech-
nologies.

An Overview of Handheld Computerized Technologies
For People with Visual Disabilities

Philippe Foucher

Handheld computerized tools can be used to provide technical assistance to improve the autonomy of people with visual
impairments. Many projects have brought solutions to the special needs of blind people everywhere.  Those handheld
tools use mainly non-specific devices such as PDAs and smartphones. Speech interfaces (synthesis or recognition) and/or
haptic-enabled communication between user and device. Applications concern the daily life situations of blind people:
mobility and written or symbolic information access. Concerning the mobility of blind people, many systems have been
implemented: outdoor/indoor navigation (GPS/ GSM/WLAN/Bluetooth/RFID), travel assistance (planning, urban public
transport access), video remote assistance, and adapted assistance.  Written or symbolic information access is based in
embedded OCR software, RFID tags identification, objects pattern recognition by using artificial vision.
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After this introduction, this article is composed of four
sections and a conclusion. Section 2 presents the problem
of technical help for blind people. Section 3 presents the
technical description of existing tools. Section 4 presents
the applications which facilitate the mobility of visually-
impaired people. Section 5 describes the research into visual
information access (text, pictograms, environment).

2 Issue of Technical Assistance for Blind People
The issue of technical help for blind people consists of

two aspects:
The computerized assistance tool must give supple-

mentary information to blind people. These supplements
must be accurate, reliable and widely available. It is thus a
question of defining the types of assistance according to
daily life situations: area accesses, position knowledge, navi-
gation, information access, travel planning. Knowledge of
the advantages and drawbacks of technological tools ena-
bles the development of aids adapted to each need.

How shall the aids communicate with blind people?
Blind people must have Input/Output (speech recognition/
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synthesis, tactile keyboard/screen) access to give indica-
tions and receive information. The adaptation of devices,
human machine interface and contents is essential to obtain
a usable and efficient assistance.

3 Technical Description of Aids

3.1Location Tools
The choice of location methods depends often on the

blind person’s  environment (urban or rural areas, outdoor/
indoor situations). All the methods are generally used
complementarily to combine accuracy, signal reception level
and reliability in many areas.

The main location methods are based on a trilateration
(a process analogous to triangulation) measurement between
satellites and receiver device [5]. At the moment, only the
GPS (Global Positioning System) enables geolocation by
satellites. The European system Galileo will soon be opera-
tional (2008-2009). Trilateration calculates the electromag-
netic signal’s propagation time between mobile receiver
location and at least three satellites. Location information
given by GPS is free and receiver devices are ubiquitous
and inexpensive. Location information corresponds to lati-
tude and longitude coordinates and navigation software such
as GIS (Geographical Information System) or Map Match-
ing is generally proposed with GPS to navigate on a map.

Some factors have an influence on GPS receivers in
terms of accuracy (location given by GPS is very close to
real location) and satellites reception level (GPS is accessi-
ble anywhere).

GPS signals are deflected and reflected as they pass
through the Earth’s atmosphere. This introduces a location
error.

GPS receivers can only see satellites which are above
the horizon, and obstructions caused by vegetation, build-
ings, mountains, or canyon walls can block satellite sig-
nals. A study has revealed very poor reception conditions
in dense urban areas [6]. In this urban environment pedes-
trian navigation may be thus problematic because of the
walls of large buildings.

Canyons, both natural and urban are also notorious for
the multipath (the reflection of signals off canyon walls). GPS
receivers work by calculating the time it takes for signals to be
received from GPS satellites, so signals bouncing off canyon
walls are delayed slightly, thereby introducing error.

There is no GPS signal reception for indoor loca-
tion.

Some methods have enhanced GPS measurement and
satellites reception level. DGPS (Differential Global Posi-
tioning System) corresponds to Global Positioning System
(GPS) with an additional correction (differential) of the lo-
cation. DGPS compares the GPS location at a fixed station
with the actual known location of the station. It transmits
then this difference to mobile GPS receiver which automati-
cally correct the positioning. AGPS (Assisted Global Posi-
tioning System) refers to a system where resources other
than satellites, such as a fixed assistance server and refer-

ence network, GSM (Global System for Mobile Communi-
cations), UMTS (Universal Mobile Telecommunications
Systems), help a GPS receiver calculate its position. The
receiver can operate more quickly and efficiently than it
would unassisted, because a set of tasks that it would nor-
mally compute is shared with the assistance server. For ex-
ample, the assistance server can take into account precise
GPS satellite information (orbit and clock), initial position
and time estimation. This information is computed by the
assistance server and communicated to the receiver through
the mobile network. AGPS also works when signal recep-
tion is low.  It is thus particularly interesting in dense urban
areas or in buildings. Moreover, the use of AGPS decreases
necessary time computation for position calculation.

In general, GPS Location gives the most accurate re-
sults. However, other location systems, using mobile net-
works (GSM, UMTS) and terrestrial stations enable greater
location accuracy in urban and indoor environments.

Those positioning systems are based on different loca-
tion methods [7]:

The basic location method is Cell Identification (Cell-
ID). It is based on the fact that mobile networks can iden-
tify the approximate position of a mobile handset by deter-
mining which cell beacons the mobile device is using at a
given time.

Specific antennas arrays and location receivers in
Base Transceiver Stations (BTS) determine the angle of ar-
rival of the signal from the mobile device. The intersection
of apparent arrival directions determines the mobile device
location. This method needs at least two BTS but three or
more BTS stations are generally used to increase the accu-
racy of the system.

The Mobile device signal is received by three or more
BTS which measures the Time of Arrival. Trilateration com-
putation determines the mobile device location.

This technology is supported by all mobile handsets but
the location accuracy highly depends on the environment.
It is much higher in urban areas than in rural areas. The
same methods (Triangulation or IP Address Identification)
are used for location using WLAN (Wireless Local Area
Network), Bluetooth networks. These technologies are avail-
able on standards PDA. Triangulation of Infrared or Ultra-
sonic signals is also used for location especially for indoor
location. Research by Pandya et al. [8] has evaluated loca-
tion accuracy by Bluetooth or WLAN networks.  Location
by Bluetooth seems to give better results than location by
WLAN network.

RFID (Radio-Frequency Identification) systems are
composed of RFID microchip (RFID tags) mounted on or
inside a support and a RFID reader which read and/or write
RFID microchip information by a remote activation (10
meters) [9]. The data derived from accurate RFID tag loca-
tions can be used to determine the location of the  RFID
reader. This method is generally used for indoor location or
navigation. A complete navigation system could consist of
GPS for outdoor locations and RFID systems for indoor
navigation [10].
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All location systems (GSM, UMTS, WLAN Bluetooth,
RFID), excluding GPS, are usable in urban areas or indoor
places. However, those systems need a large number of ter-
restrial stations or antennas to obtain good location accu-
racy. Figure 1 below, sums up the advantages and limita-
tions of systems.

For pedestrian applications, the use of inertial units with
other positioning systems (GPS or GSM) improves the ac-
curacy [11]. The basic idea of inertial unit is dead reckon-
ing navigation. It determines successive positions by esti-
mating the distance and the angle the person has moved
since the previous computed position. The computation takes
into account thus the characteristics of the person’s gait.
Inertial units are composed of embedded sensors such as
accelerometers which measure acceleration rate, gyroscopes
to measure angular speed and magnetic compasses to indi-
cate the direction. A drawback is that computed positions
are likely with time to deviate from real positions (cumula-
tive errors) since inertial units are based on relative posi-
tioning. An advantage is that it does not depend on terres-
trial stations or antennas.

3.2 Information Access
The adaptation of visual information content and a judi-

cious choice of devices, information processing software and
human-machine interfaces are necessary to implement systems
usable by blind people. Information Access tools concern
handheld computerized devices and adapted software used to
help blind people everywhere and in many situations.

Cellular phones and PDAs are standard, autonomous,
non-specific, handheld and increasingly cheaper devices.
PDAs are real and powerful computers. A standard PDA is

composed of a microprocessor with a frequency over
600Mhz and extensible RAM of 128 MBytes. Cellular
phones are less powerful than PDAs but are more wide-
spread. Smartphones combine PDA and cellular phone
functionalities. The microprocessor power and storage ca-
pacity enhancement and wireless transmission have facili-
tated applications integrations: GIS outdoor navigation,
RFID readers, data processing systems (text, audio, image,
signals). Moreover, most standard PDAs are equipped with
a GPS receiver, WLAN or Bluetooth access, Multimedia
tools (Input/output audio systems, camera…) and GSM or
UMTS networks for smartphones.

Computers research has improved human-machine in-
terfaces so that they may be used by people with visual dis-
abilities. Speech recognition or synthesis and haptic inter-
faces can be implemented on handheld devices. A haptic
interface is an interactive communication system which
enables to the user to "perceive" the texture of 2D objects.
The system is an interface which can be similar to a pen or
a mouse [12].

Lastly, the knowledge of visual information (text/
pictograms) can be essential to identify objects (posters,
products, places) in many situations (at home, outside, at
shopping)… A first approach consists in tagging objects with
barcodes or RFID and storing information in a data basis
(Bar code is a read only memory, while RFID tag contains
erasable and repeatedly writable memories in it). A handheld
device with barcode or RFID reader is then used to get in-
formation identifying the objects. The second approach is
the visual information processing using pattern recognition
methods. This approach presents the interest to be applied
for a high number of applications (location, public trans-

Figure 1: Advantages and Limitations of Location Systems.
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port information, text / pictograms reading…) without any
equipments such as stations, RFID tags, etc.

4 Mobility of Visually Impaired People: Handheld
Computerized Assistance

This section presents handheld computerized assistants
to facilitate the mobility of visually impaired people.

4.1Urban Guidance and Pedestrian Navigation
Many research projects have been proposed for people

with visual impairments. Loomis et al. [13] and Brusnighan
et al. [14] are considered to be the first research works on
GPS navigation for blind people commenced in the nine-
teen-eighties. In Brusnighan’s experiment, the GPS system
located the blind person’s position and calculated the dis-
tance and the time to go to a previously defined place. It
was the first urban guidance system but the research was
conducted during the early deployment of GPS. However,
the poor positioning accuracy and technical limits of
handheld devices were incompatible with assistance for
visually impaired people. Makino et al. [15] used a mobile
phone to transmit blind pedestrian GPS coordinates to an
assistance server which returned the position vocally using
speech synthesis. The cost, the weight and the computer
power of the handheld device was thus highly reduced.

Urban guidance systems became more and more com-
petitive with the technology’s enhancement (geolocation,
data processing, speech synthesis). A methodology was pro-
posed by Gaunet and Briffault [16] to define specifications.
The first commercial GPS-based system proposed by the
Arkenstone Foundation [17] provides both information
about the locations of nearby streets and points of interest
and instructions for travelling to desired destinations.

MoBIC project (Mobility of Blind and Elderly People
Interacting with Computers) [18] consists of two interelated
components:

- MoBIC Pre-Journey System (MoPS) to assist blind
users in planning journey by  storing information such as
local maps, public transport timetables, opening hours of
facilities, notes on the traversability of routes, specific sur-
faces, user preferences and address.

- MoODS (MoBIC Outdoor System) to help the user to
navigate. The system is composed of   a GPS/DGPS loca-
tion system, magnetic compass and GIS software. The blind
user asks a question via a handheld keyboard: where am I?
Public transport timetable? Answers are received aurally
through speech synthesis.

The entire journey is memorized to improve the data-
base. The interface works on a cellular phone but the size
and the weight (6 kilograms, mostly due to the batteries) is
a critical factor in the acceptability of the MoODS system
[19]. The guidance system of Guillet et al.[20] considers
the trip length and specfic impairments to propose an adapted
path. The navigation integrates GPS, mobile phone and GIS.

In the Drishti project [21] [22], the researchers integrate
several technologies to implement a navigation system. It
consists of an outdoor navigation system by GPS/DGPS

and an indoor navigation system by ultrasonic signals tri-
angulation. The location information is processed and
speech-synthesized by an assistance server using WLAN
network. Moreover, Drishti is a dynamic system which
adapts the trip according to environment situation (traffic
congestion, route blockage) or according to a changed de-
cision of the user (new destination). The device is composed
of a very light wearable computer, headphones and micro-
phone. Willis and Helal [23] proposed an outdoor/indoor
navigation system on a PDA with a RFID reader. They esti-
mate that the concept of setting up RFID Information tags
is economically feasible in buildings, in college campuses
and corporate parks. RFID guidance is also studied by
Ceipidor et al. [24]. They installed an RFID reader on a
white cane. Collected data are transmitted to a PDA by
Bluetooth and are processed and speech-synthesized by an
assistance server using WLAN network.  Bellotti et al. [25]
have experimented with the use of RFID tags at the Euroflora
2006 exhibition. The system is composed of a PDA with
embedded speech synthesis software. The RFID tags ena-
bled navigation in the exhibition hall and a description of
each stand. The 120 blind testers were satisfied by the sys-
tem’s utility and usability. However, the system will need
to be made more accurate by increasing the number of RFID
tags. Kulyukin et al. [26] have developed a Robot-assisted
indoor navigation system for visually impaired people. A
robotic guide moves automatically using RFID tags. Ex-
periments have been undertaken in two indoor environ-
ments.  All participants reached their destinations without a
problem. In their exit interviews, the participants especially
liked the fact that they did not have to give up their white
canes and guide dogs to use robotic guide. Human-robot
interaction, especially speech synthesis system is still prob-
lematic. Other limits concern robot velocity, the non-detec-
tion of route blockages and the static environment after the
RFID tags are deployed.

Some research integrates both relative positioning by
dead reckoning systems and absolute positioning by GPS
[27]. This combination enables the commercialisation of a
specific and lightweight (400 grams) device for visually
impaired people. The system is called PNM: Pedestrian
Navigation Module.

Other commercial projects have resulted in autonomous
navigation devices for blind people. Navworks (in
France)[28] and Smarteyes (in Greece)[29] projects aim at
developing computerized and handheld systems to vocally
guide people with visual disabilities. The systems use both
GPS and GSM modules. The intent of the "Free Mobility
Assistance" project [30] is to install RFID tags to help blind
people to be directed in the city using vocal and audio mes-
sages. The city of Kobe (Japan) have experimented  with a
system by installing 4000 RFID tags. The Sendero Group
society [31] has implemented a specific wearable device
for GPS location for blind people. The  HumanWare soci-
ety [32] has commercialised the Trekker using a standard
PDA with GPS receiver. This product proposes a tactile in-
terface for blind people.
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4.2 Public Transport and Journeys
Public transport access is essential to improve blind peo-

ple’s autonomy. The purpose of research work is mainly to
communicate public transport information in real time to
blind people.  The Rampe project [33] [34] aims at making
available an interactive system to assist people with visual
disabilities to obtain public transport information. The
project considers only bus and street car stations or stops.
The user carries a smart handheld device (PDA) which com-
municates by a wireless connection with fixed equipment
in the bus or streetcar stations. The information is vocally
communicated to the user and indicates the proximity of a
station, the bus lines, the timetable and alterations to arrival
and departure times (public works, bus stop changes). A
complementary project could be Ubibus [35]. In this project
three entities interact by WLAN or Bluetooth: bus, bus stop/
station and PDA of the user. The application allows the user
to request in advance the bus of his choice to stop and to be
notified when the correct bus has arrived.

Underground navigation system for blind people is also
proposed using Bluetooth technology. The Blueeyes sys-
tem [36] is composed of fixed Bluetooth stations deployed
in the underground area and mobile phones with Bluetooth
receivers. The user is located in the underground by
Bluetooth and a message is sent to indicate his/her position
and possible directions. The method works step by step and
indicates the path by  real-time computing. However, all
underground stations and connections must be equipped with
Bluetooth bases to inform the blind user.

NOPPA [37] navigation and guidance system is designed
to offer public transport passenger and route information
for the visually impaired. The system provides an unbro-
ken trip chain for a pedestrian using buses, commuter trains
and trams in three neighbouring cities. The Noppa system
is implemented in a standard mobile phone and presents the
following characteristics: Speech interface (speech and rec-
ognition), journey planning, real time information on pub-
lic transport, real time information on geographical envi-
ronment and, GPS location for outdoor navigation and
Bluetooth and WLAN location for indoor navigation. The
limits are that map data may include outdated information
or inaccuracies, positioning may be unavailable or inaccu-
rate, or wireless data transmission is not always available.

4.3 Remote Assistance
The 3G mobile phone using UMTS technology allows

video assistance.  Research in Brunel University [38] con-
sists in a navigation system with two distinctive units:

A Mobile Navigation Unit (MNU) carried by blind
user. This unit is composed of a camera, a GPS receiver and
an adapted interface on a smartphone.

A stationary Navigation Service Centre (NSC) at the
site of a sighted person (the guide). The NSC is composed
of workstations with GIS data basis and a monitor to dis-
play the real time video image and the user’s location on a
digital map; these are the input information used by the
sighted person to provide the vocally guided service.

Hestnes et al. [39] [40] have proposed a service through
which visually impaired persons can obtain information on
what is present in their surroundings with the help of per-
sons who can see and act as guides. They have undertaken
a series of studies which examined whether a mobile video-
phone (an “eyephone”) can be a real help for people who
are blind or severely visually impaired. 10 blind or severely
visually impaired users have tested the system in 5 situa-
tions (bank, shopping, at a bus stop, finding something lost
on the ground, being lost). All the tasks were accomplished
with success and the satisfaction rate was very high. The
system presented some problems in reading documents and
finding very small objects. Lighting conditions must be suf-
ficient.

4.4Communication Interfaces
Representing and perceiving the environment brings

some significant indications to help visually impaired peo-
ple to move in this environment. In this way, the develop-
ment of specific interfaces contributes to improve this rep-
resentation and perception.

The Äänijälki project [41] is a platform for visually im-
paired people to exchange information about museums and
exhibitions. The intention is to motivate visually impaired
people to visit museums by providing a tool to get informa-
tion about museum spaces, access, opening hours. The serv-
ice is composed of two main elements: a handheld device
(PDA) with tactile screen to be used in museums or exhibi-
tions and an Internet website to obtain information. The PDA
is equipped with headphones to receive audio comments in
museums and exhibitions.

The goal of Coroama and Röthenbacher’s [42] project
is to use alternative means to present continuously and vo-
cally the environment to the visually impaired user. It gives
thus some of the information which the user would other-
wise miss. The prototype is composed of the following ele-
ments:

A large number of environment objects which are
RFID-tagged,

A device interacting with tagged objects when the
user moves into the object environment,

A real-world tagged object which has a virtual rep-
resentation containing its information.

Communication interface by Bluetooth and WLAN
All these methods allow visually impaired people to in-

crease their autonomy in navigation and trip information
processing. Some assistance projects also involve visual
information processing to access textual data, pictograms,
signboards and street name information.

5 Visual Information Processing
In this section, two approaches are proposed: object iden-

tification using RFID or barcoded tags and object recogni-
tion by artificial vision.

5.1RFID and Barcode Methods
The purpose of the Trinetra [43] is to develop a cost-
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effective solution to assist the blind and visually impaired
with the task of grocery shopping. In the Trinetra-scenario,
the blind shopper should not need to ask for assistance from
a store clerk, and should be able to locate and browse prod-
ucts within the store on his/her own. Two solutions are pro-
posed; the identification using barcodes on tagged individual
products and RFID identification which holds more prod-
uct information and is not yet prevalent in stores. The de-
vice is composed of a smart phone with Bluetooth and a
text-to-speech module, a RFID reader, barcode reader and
a remote assistance server with RFID database and barcodes
database. In future developments, the authors would like to
embed RFID tags into the environment to identify the cor-
rect aisle, rack and shelf in the grocery store. The use of
artificial vision technologies (OCR systems) instead of
barcodes or RFID is also investigated.

Tatsumi et al. [44] propose two solutions using PDA for
textual information access:

Information access via a notice board. A blind stu-
dent uses a PDA equipped with a barcode scanner to read a
bar code printed on the notice board. The bar code is sent to
the server which automatically and vocally sends the notice
board information back.

Messaging systems between students and teacher
using RFID tags on the teacher’s office door. The blind stu-
dent uses his/her PDA equipped with RFID scanner to read
and/or write  messages on RFID tags.

Coughlan et al. [45] propose an assistive technology
system based on a camera cellular phone held by the blind
user) to find and read specially designed signs in the envi-
ronment. The signs are barcode locations on office or
restroom doors. The use of distinctively coloured areas next
to barcodes allows the rapid location of barcodes. A spe-
cific and robust algorithm has been implemented to read
barcodes with poor resolution and in dim lighting. Prelimi-
nary tests have shown that blind users are able to locate
barcodes using a standard cellular phone. The authors would
like future developments to read barcodes at greater dis-
tances.

These solutions are attractive but the identification con-
cerns only tagged objects with barcodes or RFID and the
corresponding information must be regularly updated in the
databases.

5.2Computer Vision
The first application based on image processing meth-

ods is OCR (Optical Character Recognition). Kurzweil
National Federation [46] presents a portable device to read
textual documents anywhere. The device is composed of a
PDA with a digital camera to scan any documents (restau-
rant menu, text, announcements), Text is decoded by  em-
bedded OCR software and audio converted by a text-to-
speech software. Data are entirely processed by the PDA.

Dumitras et al. [47] present a handheld text recognition
system to extract written information from a wide variety
of sources. They use a smartphone (with an embedded cam-
era) which sends the photograph of the object to an assist-

ance server using a GPRS network. The server sends the
extracted textual information back to the smartphone where
it passes through a text-to-speech converter.

The iCare-reader [48] is also a portable reading device.
It is composed of a digital camera mounted in a spectacle
frame and connected wirelessly to a PDA. OCR software
decodes the text and a speech synthesizer converts it into
audio format. New challenges concern the interaction be-
tween the reader and the user. A specific interface would
required to allow the reader device to train the user in point-
ing the camera at the reading material by head movements.

The portable device of Nakajima et al. [49] recognizes
phrases on signboards and menus and translates them into
other languages. A picture of a signboard or menu is taken
by the camera of a PDA or cellular phone. It is then
wirelessly sent to an assistance server for OCR decoding.
The system  resolves the difficulty of character sets such as
Japanese and Chinese by using a language translation mod-
ule.

Gaudissart et al. [50] [51] have developed a text recog-
nition system on a PDA equipped with a camera for the
imaging of textual documents (banknotes, CDs).  Embed-
ded OCR software translates text within image files into
editable text files and information is transferred to a text-
to-speech module for audio output. The system, called
Sypole,  gives encouraging results for text with uniform
backgrounds but is not efficient enough for text detection
in outdoor situations.

Image processing tools do not concern only communi-
cation and information accessibility using text recognition.
Shape recognition algorithms could indeed be implemented
on handheld devices to detect elements in the city such as
pictograms, pedestrians’ traffic lights, crosswalks where text
data are totally lacking. In those situations, the mobility of
visually impaired people could be facilitated by different
types of electronic aids.

In order to help partially sighted people, Everinghan et
al. [52]   have proposed a technology combining the field
of virtual reality with advanced artificial vision methods to
create an enhanced image from an urban scene image. In
this contribution, an eight-level grey scale image present-
ing objects of the scene classified in eight categories (road,
sky, pavement, buildings, vehicle, vegetation, obstacles) is
displayed to the low vision user on a head mounted screen.
Methods have also been developed to help totally blind peo-
ple. In this way, different methods have been proposed to
detect crosswalks and stairs. Molton et al. [53] have devel-
oped thus a robotic system based on sonar and stereovision
sensors for detection of obstacles whereas Se et al. [54]
described an algorithm based on edge detection followed
by a Hough transform. In this second contribution, the dis-
tinction between crosswalks and stairs is evolved by van-
ishing line methods. Those two papers do not discuss on
the way to give information to the blind user.

The research of Snaith et al. [55] concerns a system us-
ing computer vision techniques to facilitate centre-path
travel and to recognize doorways. The detection is based
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on recognition of characteristic patterns of near- vertical
and near-horizontal lines for doorways and the determina-
tion of dominant vanishing lines make possible the detec-
tion of main direction along a path.

The identification of pedestrian traffic lights is also taken
into account in the literature. Some research works have
shown an interest in this topic by presenting traffic light
recognition systems. The first one [56] is based on a two
step algorithm: extraction of candidates for the traffic light
regions by colour analysis and shape recognition by using
affine invariant moments. The results are highly encourag-
ing but the authors do not propose a portable and cheap
system (such as a PDA) and they do not give any informa-
tion for transfering the output to visually impaired people.
The second one [57] deals with the analysis of the colour
histograms without calculating any shape features. The de-
cision depends only on the colour criteria, making possible
misclassification due to the lights of parked cars or others
similar colour sources. The use of single colour informa-
tion seems insufficient to detect the correct silhouette. The
colour information is highly dependant on the colour illu-
mination and similar colour (red or green) could be present
at the scene. The combination of colour information and
shape information seems preferable.

The researchers of the THIM laboratory have presented
a PDA-based tool to recognize pedestrian traffic lights. Their
algorithms use both shape information (by structural meth-
ods [58] or Fourier descriptors [59]) and colour informa-
tion with very encouraging results (70% of good classifica-
tion for red traffic light and 80% for green traffic light).
The researchers have shown the complexity of a problem
(recognize pedestrian’s traffic light) that could be appear
fairly simple [60]. For instance, locating the object of inter-
est is not an easy task.

6 Conclusion
The growing volume of research into handheld compu-

terized applications for persons with visual impairments is
really interesting and encouraging. However, all the projects
propose a partial solution to the needs of blind people: navi-
gation/location, remote assistance, visual information and
public transport. There is not yet a universal handheld tool
to assist people with visual impairments in all conceivable
situations.

At long-term vision, it seems to the author that the po-
tential of artificial vision allows to elaborate very interest-
ing, robust useful applications on portable devices for blind
people assistance. Artificial vision could bring reliable so-
lutions for location/navigation, visual information access,
etc.
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Access to Scientific Content by Visually Impaired People

Dominique Archambault, Bernhard Stöger Donal Fitzpatrick , and Klaus Miesenberger

The study of Mathematics and Sciences has always been difficult for visually impaired students. In this paper we will describe
the research undertaken during the past 20 years to support scientific work for blind and partially sighted people. We will first
describe the modalities that can be used to render mathematical contents, and describe speech and Braille solutions, together
with the inadequacies of these solutions. Then we will present a number of research projects organised in 3 categories: conver-
sion based on Braille, conversions based on speech and navigation, and communication tools. We will then propose our views
on the future research that needs to be carried out now, focusing on support functions for understanding and editing ("doing
Maths"), and on communication between sighted and visually impaired people.
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1 Introduction
The study of Mathematics has always been particularly

difficult for blind people and especially for pupils in early
classes who have to learn its specific notation. This is also
the case for students who have to deal with very complex
mathematical content. Most mathematical concepts are bet-
ter explained using drawings and notes which illustrate the
main content. These include graphics such as curves or geo-
metrical figures, graphical notes (strokes, underlines or sur-
rounding circles highlighting some parts of the material links
between terms as illustrated by Figure 1, or textual material
related to a specific part of the content. Additionally the
mathematical notation itself uses two dimensions in order
to convey more rapidly the general structure of the formula,

which makes it easier to understand its semantic. One "pic-
tures" the basic mathematical content at a glance, which
helps to read the details in a more efficient way, since the
role of every part of the expression is already assimilated.

When the visual modalities are not available, it is an-
other story, indeed the other communication channels that
are available to convey Mathematical contents (audio and
tactile) do not offer the same possibility of getting a rapid
overview. That makes it much more difficult for blind peo-
ple to learn mathematical concepts than for sighted people.
We can observe that a large majority of blind pupils do not
succeed in Maths studies. To date in the Republic of Ire-
land, no totally blind student has been in a position to com-
plete the Leaving Certificate (pre-university examination)
at the higher level, and further evidence [1] demonstrates
this fact. Clearly we assume that there is no reason that
mathematical semantics can not be understood for reasons
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information. In his Ph.D. thesis, Stevens states that Rayner
[3] describes reading as: "... the ability to extract visual in-
formation from the page and comprehend the meaning of
the text" [3]. Stevens [4] also tells us that reading can be
divided into three main domains.

1. The input of information from a physical, external
source, into the reader’s memory via the visual system;

2. The recognition of words and their integration into
higher level structures such as sentences;

3. The process of understanding what has been read.
It would appear that there exists a point at which the

process of listening and reading converge. This would seem
to indicate that, once the information has been absorbed by
the reader, it is both syntactically and semantically decom-
posed in the same manner, though the processes of actually
retaining the material are quite different depending on which
means the reader uses to read. It would appear that many
readers hear a voice inside their head whilst reading. This
voice articulates what is being read, giving the reader both
a phonological and sub-localised impression of the docu-
ment.

Stevens [4] defines the phonological code as "the audi-
tory image kept in working memory during reading". It can
be said that the written text is converted to this phonologi-
cal code, which contains all the features of natural speech,
such as pitch, rhythm etc. The notion of inner speech is
quite speculative, but Rayner states that "Some proponents
of inner speech have argued that reading is little more than
speech made visible" [3]. The above appears to suggest that
the visual component of reading is converted to an audio
version, seeming to suggest a point where the two converge.
After this point, the comprehension of the information
should be the same. It is clear that the only differences in
the reading process are the mechanical means of obtaining
the information.

One aspect in which listening and reading differ signifi-
cantly is the role of paper as an external memory. The man-
ner in which the eye can relate to this external memory is a
very powerful tool to aid in the retention and comprehen-
sion of written information. It can rapidly scan over the
printed words, and by virtue of the juxtaposition of charac-
ters or symbols on the printed page, semantically interpret
those symbols to produce the underlying meaning. Once
the information is lost from the short term memory, it can
be easily refreshed by the rapid movements of the eye.

There are a number of steps involved in the visual read-
ing of a document. A skilled reader will normally read at a
rate of 250-300 words per minute. The eye does not actu-
ally start at the top of a page and continue in a linear fash-
ion until the end of the material is reached; rather the read-
ing process consists of several distinct movements. Stevens
tells us that there are a number of tasks which the eye per-
forms in order to gain informational input. The reading proc-
ess can be broken down into a series of sacades (jumps)
and fixations. He tells us that:

"The sacades move the point of fixation in accordance
with how much information has been or can be apprehended.

Figure 1: Extra Graphics Used to Illustrate a Calculation.

of blindness, rather the biggest barrier is the notation used
for doing Mathematics. As this notation is essentially visual,
it is quite difficult to transmit its contents using other
modalities. Blind pupils often fail in Maths because of the
way information is presented. A key feature which is present
in the visual reading process is the role of the printed page.
This medium affords the reader not only the facility to act
as an external memory, but also facilitates a highly refined
control over the flow of information. In the case of graphi-
cal content, tactile drawings can also be made. To some
extent, this applies fairly to representation of curves and bi-
dimensional geometrical figures. Even if great progress has
been made in the technologies that allow the production of
tactile drawings, there are limitations due to properties of
tactile sense. It is also possible to render a curve using au-
dio, by modelling a sound according to the shape of the
curve, or using an haptic device like the Senseable Phan-
tom [2].

In this paper we will focus on methods of access to math-
ematical formulas, which are the basis for all calculations
and are used in all areas of mathematics and more generally
in the sciences. Considering the two communications chan-
nels that have been cited above, formulas can be represented
is a tactile form, usually based on Braille, or they can be
spoken.

1.1 How People Read Mathematics
One of the key decisions which must be made when

considering the manner in which mathematics, originally
prepared using the visual modality, is depicted in either an
audio or tactile one, is to firstly ascertain what information
to present, followed by how to present this material. It is
therefore important to understand the reading process, in
order to fulfil the dual purpose of determining both what
and how to present the relevant information to the user. In
the subsequent paragraphs, the discussion is placed in terms
of both auditory and Braille reading. and where there are
discrepancies they will be highlighted.

A feature which is present in the visual reading process
is the role of the printed page. This medium affords the
reader not only the facility to act as an external memory,
but also facilitates a highly refined control over the flow of

Figure 2: Linearisation of a Very Simple Fraction.
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Forty nine percent of reading time is taken up with fixa-
tions. The rest of the time is taken up with the selection of
which portion of the text to next fixate and the move to that
location." [4].

In the Braille representation, while the refreshable
Braille Display or printed page acts as an external memory,
it is not possible for the finger to rapidly regress over mate-
rial and assimilate it.

It is the absence of this external memory that is so dif-
ferent when the information is being read using audio. The
facility of the paper as an external memory source is not
present, and as the speech signal is transitory, the listener
cannot easily recapitulate over already read material. Fur-
ther, a vastly increased load is placed on the short term
memory, thereby detracting from the ability to comprehend
the material which could otherwise be easily understood.

An important distinction which must be made between
reading and listening is the method by which the informa-
tion is assimilated by the reader. When listening, the speech
signal flows past the reader [4] [5]. The process can there-
fore be described as a serial exchange of information from
the audio device to the passive listener. Visual reading, on
the other hand involves rapid movements of the eye over a
visual stimulus, and the acquisition of information through
the visual cues which are inherently part of any document.
Even the most rudimentarily written document consists of
various forms of visual cue.

Firstly, the use of white space can determine the ends of
both sentences, and other sectional units (such as para-
graphs). This use of visual enhancement becomes more pro-
nounced as the complexity of the material being presented
increases. Finally, when a point is reached when mathemati-
cal (or other such technical information) is included, the
use of the innate visual cues becomes more and more im-
portant to aid the visual reader in distinguishing the diverse
types of content from the main body of the material. Conse-
quently, material which is important can be easily recog-
nised by virtue of the visual characteristics which have been
imparted to it. The listener on the other hand is reliant on

the prosodic features which form a part of all spoken out-
put, while the Braille reader relies on a highly structured
linear presentation in order to apprehend the information.

1.2 Linearisation
In both tactile or speech cases, the non visual represen-

tation necessitates linearising the formula. Any formula can
be linearised, in most cases this linearisation generates a
much longer representation, which is more difficult to un-
derstand than the graphical one.

For instance the very simple fraction in Figure 2 is usu-
ally written with a visual layout (1) that allows a very quick
understanding of its semantics. The reader understands at
first glance that the formula is a fraction and that the nu-
merator and the denominator are rather short. The same for-
mula written in a linear way (2) needs a bit more thought to
be understood. Additionally it is written using many more
symbols (11 while the first one only necessitates 7).

1.3 Tactile Representations
From this linear representation it is possible to print a

Braille version using specific Braille characters for math-
ematical symbols (for example the square root). As Braille
is based on a six-dot pattern, it only allow 64 different sym-
bols, which is not enough to represent the large variety of
Maths symbols necessary. Consequently most symbols are
represented using several Braille characters, which makes
the formulas even longer. For instance the formula in Fig-
ure 3 requires up to 19 Braille characters, depending on the
Braille code used (see below). Note that this example is
quite simple but in the case of complex formulas the number
of symbols increases dramatically.

During the twentieth century, various strategies have
been developed to reduce the length of formulas, which led
to the design of specific Braille notations for Maths. These
specific notations are usually context sensitive, which al-
lows large reductions in the length of the formulas. These
notations will be described further in the section 2 below.

There exist some representations based on an eight-dot
Braille pattern: the Stuttgart Maths Braille Notation[6],
which is used locally in Germany, and the lambda-code,
designed by the EU-sponsored project of the same name
[7], that will be described below. The advantage of eight-
dot Braille is that 256 different characters can be represented,
and therefore the length of formulas can be reduced even
further. Unfortunately eight-dot Braille cannot be read by a
simple horizontal motion of the finger. Indeed the surface-
area of sensitive skin on the end of the finger is just suffi-
cient to apprehend the six-dot pattern (except maybe in ex-
ceptional cases). Then it is necessary for the reader to move
the finger vertically on each character, which makes the read-
ing process very slow, so the benefit of reducing the length
of the formula is lost.

Another tactile representation which deserves mentioned
here, it is the so-called "dots plus"1 developed by View

Figure 3: The Formula (1) Rendered Using DotsPlus
Technology1.
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Figura 4: Problems of Ambiguity when Speaking a Formula.  1 <http://www.viewplus.com/products/braille-math/dotsplus/>.
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Plus[8]. Using a "graphical" embosser the formulas are rep-
resented using a mix of Braille characters and graphics, in a
way which is close to the graphical layout. Braille charac-
ters are used to represent the basic elements, like digits and
letters, while the mathematical symbols are represented
graphically: fraction bar, square root, arithmetic operators.

Additionally this representation keeps the graphical lay-
out of the formula (for instance a fraction is represented by
a graphical line with the numerator above and the denomi-
nator below).

This representation is quite interesting to help pupils to
understand the meaning of a formula, but unfortunately it is
based on paper printouts and therefore can only be used to
read, rather than to write or edit a formula.

1.4 Speech
Speaking a formula is the other option. The linear ver-

sion of the formula is said by a human speaker or by a speech
synthesiser. In this case there are some non trivial problems
of ambiguity. For instance if we consider the formula 1, it
will be naturally spoken like the following sentence: "x plus
1 over x minus 1'’. However, there are 3 other ways in which
this sentence can be understood: see formulas in Figure 4.

Another obstacle to comprehension of audio-based math-
ematical information is the increase of the mental work in-
volved in the retention and comprehension of audio-based
mathematical information. Indeed whereas the reader can
use the printed page as the external memory and an aid to
retention, the listener has only their memory of the spoken
utterance, thus making the comprehension of syntactically
rich data extremely difficult.

Much of the investigation into the intelligibility of syn-
thetic speech has been carried out using lists of single words,
separated by pauses [9]. It was demonstrated that when the
length of the pause was reduced, the retention was degraded
far below that of natural speech. Waterworth conjectures
that the reason for this is that listeners are exhibiting a re-
cency or primacy effect [9]. It is inferred that the listener’s
working memory is concerned with either analysing and
interpreting the acoustic input, or rehearsing material which
is already present.

Coupled with this, Pisoni [10] has shown that the com-
prehension of synthetic speech depends on the quality of
the system, and varies over a wide range; from 95.5% in the
case of natural speech, to 75% when poor quality synthetic
speech was in use. It can be further inferred that the intelli-
gibility of spoken output is determined by:
� Whether the spoken output is synthetic or natural.
� The quality of synthetic speech.
� The level of prosody contained in the spoken utter-

ance.
The prosodic component of speech [11] is that set of

features which lasts longer than a single speech sound. The
term prosody can be traced back to ancient Greek where it
was used to "refer to features of speech which were not
indicated in orthography, specifically to the tone or melodic
accent which characterised full words in ancient Greek’’

[12]. The term prosody remained almost forgotten until the
1940s, when it was revived as an approach to the study of
linguistic analysis.

Another major factor in the understanding of synthetic
speech is the fatigue effect which is primarily brought about
by the monotonous quality of synthetic speech. It has been
found that the introduction of prosodic cues into spoken
output has increased intelligibility significantly. One possi-
ble reason for this is the relieving effect that the inclusion
of prosodic features, such as alterations in the pitch range,
and changes in the rate introduce a rhythm more akin to
natural speech, hence relieving the tedium of the monoto-
nous voice.

This fact has major implications for the presentation of
syntactically complex material such as mathematical equa-
tions. Three sets of rules are known to exist for the produc-
tion of spoken mathematics. The first is provided by the
Confederation of Taped Information Suppliers (COTIS), the
second is a set of guidelines written by Larry Chang [13],
and the third is devised by Abraham Nemeth [14]. These
rules attempt to alleviate the problem of syntactically rich
material through the addition of lexical cues, adding to the
mental workload of the listener.

Also, both these sets of guidelines are aimed at the hu-
man reader. Consequently, they are flexible enough to per-
mit the semantic interpretation of the material, or to read
the various symbols as they occur. In addition, the fact that
both sets of rules are intended for human use assumes that
the human reader can employ all features of natural speech
when speaking the material. Such semantic interpretation
is not available to any automated system; necessitating the
development of a tighter set of rules to unambiguously
present the material.

1.5 Computer Tools
During the past 3 decades, considerable progress has

been made in the field of access to information for the group
of blind and visually impaired people. Thanks to modern
information technology in the mainstream and to very spe-
cialised adaptive and assistive technologies, blind and visu-
ally impaired people are now able to deal independently
and efficiently with almost every piece of information that
is composed of pure text.

Despite current strong trends towards graphical presen-
tation, text still covers the majority of relevant contents for
private and professional life, such that information access
for this target group is currently accomplished to a very
large extent.

On the other hand, blind and visually impaired people
are still excluded from an efficient usage and handling of
graphical content. Since Mathematics is presented in a highly
graphical way most of the time, this exclusion implies con-
siderable restrictions in access to Mathematics.

The problems faced by the target group with respect to
Mathematics fall into four basic categories [15]:

1.  Access to mathematical literature (books, teaching
materials, papers etc.).
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2. Preparation of mathematical information (presenting
school exercises, writing papers etc.).

3. Navigation in mathematical expressions and commu-
nication between blind and sighted people.

4. Doing Mathematics (carrying out calculations and
computations at all levels, doing formal manipulation, solv-
ing exercises).

We will present in Section 3 various published works
which address the first two problems at least in a satisfac-
tory manner (to some extent). In Section 7 we will focus on
a few approaches that are now addressing the third one.
Unfortunately until now almost nothing has been achieved
to support the target group in solving tasks relating to the
last category [16] [17] [18].

 1.6 iGroupUMA
To address these challenges, 6 organisations having ex-

pertise in the field of Mathematics for the Blind have de-
cided to join their efforts, creating the International Group
for Universal Math Accessibility (iGroupUMA). They have
been since joined by a seventh organisation.

The iGroupUMA members are:
� University of Texas at Dallas, United States.
� Dublin City University, Ireland.
� University of South Florida at Lakeland, United

States.
� Johannes Kepler University of Linz, Austria.
� New Mexico State University, United States.
� University Pierre et Marie Curie in Paris, France.
� University of Kyushu, Japan.

2 Braille Mathematical Notations (BMNs)

2.1 General idea for BMNs
Braille is a linear writing system and consequently, it is

necessary to linearise formulas to represent them in Braille.
We have seen in Section 4 that the first "natural" way of
writing formulas is to translate them to a non specific linear
form, and then to use specific Braille characters for math-
ematical symbols, however this method makes formulas very
long and quite difficult to handle for blind students.

In order to reduce the length of these formulas as far as
possible specific Braille notations for Mathematics, and
more widely for Scientific content, have been developed
during the second half of the twentieth century. These very
high level notations have been designed in order to improve
the readability for the blind, mainly by significantly reducing
the number of symbols necessary to represent a formula. To
achieve this brevity, they have been based on context sensitive
grammars which allow the use of the same symbol strings with
different meaning depending on the context.

In counterpart these notations are quite difficult to learn
(and to teach). The reason is that blind pupils have to deal
with 2 learning difficulties at the same time: the Mathemati-
cal content itself and the Math code which is at least as
difficult as the content. Currently only very proficient Braille
users are able to do it, while average sighted pupils succeed

much easier.
To further complicate things, these Braille Mathemati-

cal notations have been developed in different areas, ac-
cording to the linguistic and cultural history of these coun-
tries. Therefore, while the mainstream (visual) representa-
tion of formulas is identical in every language, the same is
not true for Braille notations. Indeed each Braille mathemati-
cal notation is widely used in its zone of linguistic influ-
ence, while it is completely unknown in other areas. In other
words, a Braille formula written using the British notation
is not understandable by a German speaking reader. This
problem is quite important since the number of available
Braille documents is very small compared to the number of
ordinary Maths books.

The main Braille Mathematical notations are the follow-
ing:
� In France, the Braille Mathematical code was first

adapted to Mathematics in 1922 by Louis Antoine. This code
was revised a first time in 1971. It was then deeply revised
in 2001[19], in the goal of improving the collaboration be-
tween sighted and blind and facilitating automatic transcrip-
tion. Nevertheless a lot of Braille readers still use the ver-
sion devised in 1971.
� Marburg is used in German speaking countries. It

was designed in 1955 in the Marburg school for the Blind
in Germany by Helmut Epheser, Karl Britz and Friedrich
Mittelsten Scheid. A heavily reworked and revised edition
was published in 1986 [20].
� The Nemeth Code for Braille Mathematics was pub-

lished and accepted as the standard code for representing
math and science expressions in Braille in 1952. It was de-
signed in 1946 by Abraham Nemeth so that he could com-
plete his PhD in mathematics. The 1972 revision [21] is the
current official code in use in the US. Note that Nemeth
was adopted officially in a number of Southeast Asian coun-
tries (like India, Thailand, Malaysia, Indonesia, Cambodia,
Vietnam).
� The British notation [22] is used in United Kingdom

and in Ireland. It was first designed in 1970, and a deeply
revised version was published in 1987. This was slightly
revised in 2005.
� The current Japanese Mathematical Braille notation

was published in 2001 by the Japan Braille Committee. It is
an important revision of the 1981 formal specification of
Japan Mathematical Notation, itself based on the notation
published in 1956 by Japan Braille Research Group ("Nihon
Tenji Kenkyukai’’).
� Italy, Spain and many other countries have devel-

oped their own Mathematical notations.
Additionally some countries where no specific notations

had been designed decided to officially adopt one of these
notations. For instance Greece is using the Nemeth notation.

Finally a set of countries does not use such specific no-
tations, like the European Nordic countries, but they use
simple linearisation of formulas, with a set of specific sym-
bols for Mathematical symbols that do not exist in the ordi-
nary alphabet.
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2.2 Main Strategies
Let us consider the transcription of formula (1) in Fig-

ure 2 in several Braille Mathematical notations (see Figure
5).

The number of available Braille symbols is quite re-
duced: 6 dots which can be combined in a maximum of 64
different patterns. Therefore it is necessary to use multiple
Braille characters to code most Mathematical symbols. The
various Braille notations implement different strategies for
dealing with that problem. In Italian, the digits and the let-
ters are always written using 2 symbols, the first indicating
whether it is a digit or a letter and in the latter case which
kind of letter (in the formula (8) for instance, "1" is

the first symbol standing for digit, while "x" is

where the first symbol means it is a Roman letter). Brit-
ish uses the same rule, but users will omit the prefix in the
case of a symbol which cannot be a number (numbers are
represented by the 10 first letters), like ‘x’ here

      (       ).

In Marburg the prefix for Latin letters is used only the
first time, like a switch, indicating that any other instance
of ‘x’ in the formula is of the same type (lower case Roman
for instance here). Digits are always preceded by the

symbol. Finally in French the most frequent case is al-
ways assumed (lower case Roman), and there is a prefix
before each other (upper case, Greek, etc.). There is also a
special way to represent digits adding the dot ‘6’ to the cor-
responding letter traditionally used: instead of

the single symbol

is used (this is called the 'Antoine' notation for digits).
This make simple formulas shorter. Nemeth differentiates
also the digits from letters by using different Braille pat-
terns. Here the numbers that are written in the lower part of
the Braille cell: 1 is represented by

.

Let us now consider the fraction itself. Block markers
identify the numerator and the denominator. In French,
Marburg and British notations the blocks are always the
same; making it necessary to reach the fraction symbol to
determine that this is in fact a fraction. The fraction struc-
ture itself uses 5 symbols, 2 pairs of block markers and a
fraction mark (for example in French:

... ...  ).

On the contrary in Italian the numerator and the denomi-
nator markers are not the same; there is no fraction symbol
and the fraction structure uses only 4 symbols

 (6) 

 

 (7) 

 

 (8) 

 

 (9) 

 

 (10) 

 

 (11) 

 
Figure 5: Transcription of Formula (1) in several Braille Mathematical Notations.
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( ...       ...       ),

and additionally the reader knows he/she is reading a
fraction immediately from the first symbol. In the same kind
of idea, Nemeth uses 3 Braille characters: the beginning of
fraction, the fraction bar and the end of fraction

( ... ... ).

In order to reduce the length of simple numerical frac-
tions, in Marburg and British notations, the denominator
is written with lower numbers, that is, numbers that are
written in the lower part of the Braille cell. For instance

  will be

 .

3 Conversion to/from Mathematical Braille
In the last twenty years, various projects have been devel-

oped in the field of Mathematical Braille notations, mainly
with the aim of facilitating the written communication between
sighted people and Braille readers in the field of Mathematics.
We will first focus on converters that allow conversions to be
performed between mainstream mathematical formats like
LATEX and MathML and Braille notations.

These converters are used for different purposes. One is
to facilitate the production of scientific Braille documents.
Indeed it is much easier to produce a Mathematics docu-
ment in LATEX or to use a word processor that supports
MathML than to write a document in Mathematical Braille.
Additionally a lot of resources are available in both these
formats. In the reverse conversion (from Braille notations
to mainstream formats) they allow sighted teachers or peers
to access to formulas written by blind students.

3.1 Labradoor
Labradoor (LAtex to BRAille DOOR) converts a full

LATEX document including Mathematical formulas into
Marburg Braille or into HRTEX(see below). In addition, it
offers a rich variety of formatting capabilities, enabling the
production of Braille hard copies out of formatted LATEX
documents [23]. As for conversion, one may choose be-
tween two options: The mathematical contents of a LATEX
document may be converted either to Marburg Braille No-
tation, or to Human Readable TeX (HRTEX). The latter is a
code developed at the University of Linz, with the intention
to supply teaching materials in a way more easily readable
than TEX or LATEX notation.

HRTEX is derived from TEX, although not compatible
with it. These are some of the most important differences:
� Many symbols are abbreviated. For example, the

symbols for Greek letters are composed of the first two char-
acters, e.g., instead of \alpha we just write \al,  instead
of \beta we write \be, etc.

� The names of standard functions are written like
variables, but in upper case letters, e.g., we write SIN in-
stead of \sin, LOG instead of \log, etc.
� Alternative notation for fractions: The fraction bar

is represented by two slashes -//-, and the whole frac-
tion is written as a group. For instance, instead of
\frac{a+b}{c+d} we write {a+b // c+d}.

As for formatting, Labradoor supports two output modes,
one for Braille hard copies, and one for electronic text. In
Hard Copy mode, elaborate text formatting algorithms suit-
able to represent paragraphs, lists, tables etc. in an attrac-
tive Braille layout are available. The table formatter deserves
special mention, because it is able to represent tables in a
variety of ways. Apart from the attempt to render a table in
Braille according to its natural layout, tables may be dis-
solved according to their rows or columns. In Electronic
Text mode these sophisticated formatting tools are disabled.

3.2 MathML to Braille Converters
Various converters from MathML to Braille have re-

cently been developed. They allow transcribers to design
Mathematical content using mainstream Maths editors.

Bramanet [24] converts formulas from MathML to
French Braille. It is an application based on the XSLT tech-
nology. It allows various settings including the possibility
to edit the output Braille table in order to fit with any hard-
ware. It comes with a script which automatically makes a
conversion from a document containing Maths formulas to
a document ready to be embossed in Braille.

math2braille [25] is a "self-contained Module’’ which
takes in a MathML file and outputs a Braille representation
of the same Maths. It is based on protocols and procedures
that have been developed in a previous project about access
to music. It produces Braille code in use in the Netherlands.

Stanley and Karshmer [26] propose a translator from
MathML to Nemeth Braille Code. The translation is per-
formed in 2 phases. First the MathML elements are trans-
lated to Nemeth codes.

Then syntactic rules that are inherent to Nemeth code
are applied, such as the use of the numeric indicator, addi-
tional spaces, and some contractions. These rules were fash-
ioned by Dr Nemeth to direct the conversion of Mathemat-
ics into the Braille code.

3.3 Insight
Based on the MAVIS project [27] which was the first

solution to back-translation from Nemeth Braille code to
LATEX, the Insight project [28] proposes a complete sys-
tem to translate Maths documents with mixed Grade II
Braille text and Nemeth code to LATEX. The back-transla-
tor is based on language semantics and logic programming.

The system processes an image of a Braille sheet (for
instance a scanned page) and recognises the Braille dots to
produce an ASCII Braille file. Text and Nemeth code are
automatically identified and separated to be separately trans-
lated. Finally a single LATEX document is produced to be
read by a sighted individual.



36 UPGRADE Vol. VIII, No. 2, April 2007 © Novática

Information Technologies for Visually Impaired People

3.4 MMBT
MMBT (Multi-Language Mathematical Braille Trans-

lator) [29] was an open-source project allowing transcrip-
tions from and to LATEX, MathML, French (revisions 1971
and 2001), British and Italian Braille notations. MMBT has
been developed in Java to be used within the Vickie user
interface (see the Vickie project below). In order to permit
transcription from and to any of the supported formats,
MMBT was based on a specific central language. It was
discontinued and replaced by UMCL which uses the stand-
ard MathML as central language.

3.5 Universal Maths Conversion Library (UMCL)
One problem that transcribers have to deal with is the

fact that most conversion tools are attached to one specific
Braille code. For instance a French transcriber who looks
for a tool to convert LATEX documents to Braille will find
Labradoor, but this will be useless since it produces only
Marburg.

One of the goals of the iGroupUMA has been to pro-
duce a programming library encapsulating various convert-
ers for various Braille codes in a single library usable through
a simple and unique API. This library will also be useful for
transcription tools (from mainstream notations to Braille and
vice versa) as well as for software that needs real-time con-
versions (like formula browsers or editors). It will also make
it possible to convert a document from one Braille national
notation to another, increasing de facto the number of docu-
ments available for students and allowing blind mathemati-
cians from various countries to exchange documents.

The UMCL (Universal Maths Conversion Library) [30]
is an open-source portable library which allows such con-
versions. It was developed in standard "C" and has wrap-
pers to different programming languages.

To make this possible without increasing the complex-
ity, it was necessary to adopt an architecture based on a
central representation of the formula, and to develop parsers
to generate this central representation from the different
input formats, and output generators for each output format
[15] [31] [32].

The iGroupUMA has decided to use MathML as the
central language. The architecture of UMCL is quite sim-
ple. It includes a main module and as many input and out-
put modules as Maths codes are available. Input and output
modules are independent and can be installed later on. The
main module detects the available input and output mod-
ules and calls the modules necessary to perform the conver-
sions according to requests. In other words it is possible to
add input or output modules to any application using UMCL,
at any time when a module becomes available.

Most output modules (MathML to Braille) are devel-
oped as XSLT stylesheets. Note that this is not mandatory,
since input or output modules can be developed in any lan-
guage. Interfaces for input and for output modules have been
published.

In order to simplify the development of output modules,
and to speed-up the processing time, we have developed a

subset of MathML, that we call Canonical MathML [33].
Canonical MathML is a tentative attempt to unify MathML
structures in a deterministic way in order to simplify tran-
scription into Braille. All Mathematical structures that are
necessary to perform a correct transcription into Mathemati-
cal Braille are recognised and rewritten in a unique way.
Additionally Canonical MathML is valid MathML so it can
be used with common tools which handle MathML. An in-
put module for MathML allows the conversion from any
MathML document to Canonical MathML. Currently out-
put modules have been developed for the French notations
(revisions 1971 and 2001) and Italian. Beta versions of
Marburg and British code are also already available.

4 About source documents
Whatever the quality of the converter, it has to be men-

tioned here that converters can only transform what they
are given! This seems obvious but one main problem en-
countered by transcribers is the poor quality of sources. In-
deed, most documents come with formulas split in parts.
For instance, for some reason there is often a character in
between that is not included in the Mathematical material,
because it looks nicer that way. This is also the case with
LATEX input and with documents designed with word proc-
essors including Equation objects.

Additionally documents should be properly structured.
Arrabito [34] states that without a degree of semantic mark-
up, the production of a TEX based Braille translator, and
indeed a universal Braille translator, is impossible. He points
out that using the TEX primitives, authors can control the
visual modality of their document, with no regard for the
overall structure of their material. They could, for example,
define various characters or symbols in terms of line seg-
ments, or use environments to achieve display styles for
which they were not intended. Fitzpatrick [11] confirms this
conjecture. Using the TEX language, some authors often
use the "display’’ environment to display textual material,
as opposed to the mathematical content for which it was
designed.

In this respect LATEX is much better than TEX since it
is based on semantic mark-up. When using a word proces-
sor, it is important to use styles to define the structure, since
these styles can be processed.

5 Infty
Another project deserves to be highlighted here. Infty

[35] is a large project aimed at giving access to printed
mathematical content. It is base on a core module
(InftyReader) which is an OCR specialising in Mathemati-
cal documents [36]. It is able to extract mathematical for-
mulas from a scanned document and to recognise the math-
ematical structure and the symbols. It produces a topologi-
cal representation of the formulas in an XML format. Then
this representation can be converted into various formats:
MathML, LATEX, HTML, HRTEX, KAMS, and into Uni-
fied Braille Code (English) and Japanese Braille code.

Some additional tools have been developed by the same
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group, in order to extend the possibility of the system.
InftyEditor allows the output of InftyReader to be edited. It
proposes also a handwriting dialog in which users can write
formulas by hand, to be recognised automatically.
ChattyInfty [37] is adding speech output to the system. It
allows visually impaired users to access expressions with
speech output, and to also author and edit them.

6 Conversion to Audio

6.1 ASTeR
One of the most important attempts to produce accessi-

ble technical documents to date is the ASTER system [5].
ASTER (Audio System for Technical Reading) aims to pro-
duce accurate renderings of documents marked up in the
TEX family of languages. ASTeR uses both spoken and non-
speech audio to assist in this process. The tool used by the
ASTER system to produce the audio output, is a language
devised by the author known as Audio Formatting Lan-
guage, or AFL. This language, an extension to LISP can be
described as "... the audio analogue of visual formatting
languages such as Postscript" [5]. The aim of this language
is to provide mechanisms to control the multiple aspects of
the audio presentation, such as speech-based, and non-
speech sounds. The output produced by the audio-formatter
in ASTER represents the various components of the audio pres-
entation using audio space, which is derived by taking the sum,
or cross product of the various individual dimensions of the
audio space. Examples of these dimensions would be the spo-
ken utterance, and the earcons2  which enhance the spoken out-
put. The output from the audio formatter is altered by adjust-
ing the dimensions (parameters which may be changed) of each
individual aspect of the audio space. Such dimensions would
include the pitch and rate of the voice, the means by which
these characteristics change to reflect alterations in the visual
appearance of the text, etc.

Raman has observed that there is little in the way of
similarity between the evolution of a written mathematical
notation, and the audio counterpart. He points out: "Any
notational system is a combination of conventions and in-
tuitive use of the various dimensions that are provided by
the perceptual modality and the means available to produce
appropriate output for that modality.".

Raman [5] also points out that the traditional mathemat-
ics notation uses a set of primitive layout cues to achieve
highly complex and often nested structures. The main aim
of ASTeR’s audio representation of mathematics is to pro-
duce a non-visual counterpart to the highly complex visual
writing of mathematics. The system used in this particular
software approach is to offer the listener the option to ob-
tain highly descriptive renderings of the mathematics, or
conversely purely notational. The former can be used when
new material is being perused, while the latter can be uti-
lised when familiar content is encountered.

 6.2 The Maths Project
MathTalk [4] is another example of a system designed

to render algebra more accessible to blind students. Unlike
the ASTeR system described in the previous section, this
system is aimed at students who are still at school, and is
particularly aimed at those between the ages of 16 and 18.
Accordingly the form of presentation, and its interface, are
deliberately simpler and more intuitive to use. The design
principles on which this work are based attempt to render
the algebraic formulae in a non-interpretive fashion. This
contrasts totally with the approach taken in ASTeR, where
the mathematical content was rendered to make it more in-
telligible. The MathTalk program uses a vastly different
prosodic model to convey both the content and structure of
algebraic formulae. Stevens uses the following list to sum-
marise the general rules implemented in MathTalk for the
provision of lexical cues.
� For Latin letters, MathTalk only prefixes uppercase

with a tag.
� For sub-expressions, MathTalk uses only the tag

"quantity".
� MathTalk speaks simple fractions (those with a sin-

gle term in both numerator and denominator)  with only the
word "over" between the two terms.
� Complex fractions (those with more than one term in

either numerator or denominator) are bounded with lexical
cues.
� Roots are enclosed with the lexical tags "the root" and

"end root".
� Simple roots are spoken without an end tag.
� Initially MathTalk used the cue "to the" to indicate

exponents. Later this was replaced by "super" (shortened
from "superscript") to comply with minimal interpretation.
� The word "all" can be used with the opening superscript

cue, when the superscript governs a complex object [4].

6.3 The TechRead System
The TechRead system [38] [39] departed from the

premises described in the preceding systems. This approach
aimed to produce a rendering of mathematics without using
non-speech audio; rather relying on the prosodic features
found in synthetic speech to convey the material. The core
idea involved the use of alterations in the pitch, speaking
rate and amplitude of the voice to convey the content, and
the introduction of strategically placed pauses to convey
the structure.

The paradigm on which the spoken mathematical pres-
entation is based [40], is that of converting a sequence of
juxtaposed symbols, delimited by both white space and other
visual cues (such as parentheses) into a serially transmitted
linguistic approximation. In order to achieve this, a parallel
was drawn between the structure found in mathematical
expressions and the inherent composition of English sen-
tences [11].

The two methods used to imply the grouping of terms
into sub-expressions, (and by extension of sub-expressions
into the whole formulae) is to insert pausing, and alter the2 audio equivalents of icons.
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speaking rate at strategic points within the presentation. This
is not an arbitrary process but is based on both the math-
ematical components preceding and following the point at
which the pause is needed. For example, the expression

a simple, linear concatenation of three quantities, sepa-
rated by two relational operators, irrespective of whether
the material is being read visually or auditorily. However,
the expression

or non-linear in the print medium, but linear in the au-
dio domain.

Accordingly, something must be introduced to indicate
to the listener that the fractional component of the expres-
sion merely encompasses the first two elements, and that
the final one is not contained therein. The method whereby
this is achieved, is to speak the expression as follows: "a
over b, plus c"’. Using this method, it can be clearly seen
that the distinction between the fractional component of the
expression and the remaining relational operator and quan-
tity is evidenced. If one also adds a slight quickening of the
speaking rate of the utterance of the fraction, then the dis-
tinction becomes even more apparent to the listener.

The fundamental core of the prosodic model used in
TechRead is that of relative rather than absolute change.
The alterations in the pitch and speaking rate, and the dura-
tion of the pauses are all calculated in terms of a starting
point rather than as fixed quantities. This facilitates use of
the system by both experienced and novice users, and also
enables a high degree of flexibility in the model used.

6.4 MathPlayer
MathPlayer is a plug-in for MS Internet Explorer3  [41].

MathPlayer works with screen readers using MS Active
Accessibility interface (MSAA). It actually sends to the
screen reader a string containing the relevant sentence to
read with a speech synthesiser. A MathZoom feature allows
expressions to be magnified. Built-in speech rules try to
minimise the number of words used to speak the math while
producing an unambiguous rendering of the math.

MathPlayer ability to use prosody is severely limited by
MSAA, which only allows a string to be sent to the screen
reader. Nevertheless MathPlayer provides an interface for
screen readers to get round this problem.

7 Navigation and Communication Tools

7.1 The Vickie Project
The Vickie Project4  [42] aims at facilitating the inclu-

sion of visually impaired pupils and students in mainstream
education.

A unified user interface has been developed to enable
visually impaired pupils and students to access documents
using specific devices, while a synchronised graphical dis-
play supplies sighted teachers with a view of the same docu-
ment. This interface is an application built on the frame-
work of Mozilla5 . The interface actually presents 3 views
of the same document:
� A graphical view of the document, including images

and mathematical formulas.
� This view is called the teacher’s view.
� An adapted view to partially sighted users, with ad-

justable print and colours.
� A Braille view. The libbraille library [43] is used to

write directly on Braille devices.
The mathematical formulas are stored in documents in

the MathML standard, and then can be displayed easily in a
graphical way thanks to Mozilla’s MathML rendering en-
gine. This rendering engine permits the setup of the size of
print and the colours for the adapted view.

The formula is automatically converted into Braille in
real-time thanks to the MMBT converter [29] (see above).
This software will also convert formulas written by the pu-
pil in Braille to MathML in order for it to be displayed for
the teacher.

In the Vickie project all documents are stored on a server
[44] using the dtbook DTD format6 . The mathematical for-
mulas are included in the dtbook documents in MathML,
thanks to the module mechanism of the dtbook DTD. Then
the MMBT is also used to convert documents from a spe-
cific Braille notation that is used in France for printing
(BrailleStar). Numerous documents are stored in that for-
mat and can then be imported into the Vickie server.

7.2 Math Genie
The Math Genie [45] is a formula browser that facili-

tates understanding of formulas using voice output. It has
recently been augmented to provide Braille output on
refreshable Braille displays. It has been designed to convey
the structure of the mathematical expression as well as its
contents. It can be used by a blind student together with a
sighted teacher who does not need to have any specific
knowledge in Braille. Indeed the teaching material can be
prepared for both sighted and blind students using any Math
editor able to produce MathML. The graphical rendering is
synchronised to the audio which makes communication
easier with the teacher. It is based on SVG (Scalable Vector
Graphics), which allow the Math Genie to support magnifi-
cation, in order to give support to partially sighted indi-
viduals, and colour-contrasted highlighting, in order to sup-
port individuals with dyslexia. It should be remarked that
this project is based on research in cognitive psychology, in

3 MathPlayer is a free download from <http://www. dessci.com>.
4 The Vickie Project is funded by the European Commission,
on the IST (Information Society Technologies) Programme 2001
(FP5/IST/Systems and Services for the Citizen/Persons with
special needs), under the reference IST-2001-32678.
5 The Mozilla project: <http://www.mozilla.org>.
6 The dtbook Document Type Definition (DTD) is part of the
NISO Z39.86-2002 standard, also known as DAISY 3.0.
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order to enhance the way voice synthesis reads mathemati-
cal formulas [46]. The Math Genie offers blind students
several ways of reading the formulas, from default reading
from left to right to an abstract way that highlights the hier-
archical structure while "folding" away the sub-expressions.
The user can navigate in the mathematical structure, mov-
ing by way of meaningful "chunks". This is based on lexi-
cal clues, which represent the structure of the mathematical
content.

Additional features provided by the Math Genie are:
� the possibility to let the user to add so-called

"voicemarks" to expressions, that is to record audio book-
marks attached to any sub-expression.
� an online dictionary of mathematical terms accessi-

ble during navigation in mathematical expressions through
simple keyboard shortcuts gives contextual support to the
blind users.

The current version supports English, French and Span-
ish for speech, and offers facilities to add any local lan-
guage provided that a speech synthesiser is available with
the requested interface. The Braille output currently sup-
ports the Nemeth code [26] (see Section 3.2).

7.3 Lambda
Lambda [6] is a mathematical reading and writing sys-

tem designed for blind students. The software was devel-
oped in a project of the same name, whose meaning is in
full: "Linear Access to Mathematics for Braille Device and
Audio Synthesis". The Lambda software is mostly referred
to as the "Lambda Editor’’. It is an editor that enables a
blind student to input and to edit mathematical expressions
in a rather comfortable way.

The main characteristics of the Lambda project is that it
is built on a new code. This code is an XML code specifi-
cally designed for supporting the Braille transcription into
8-dot pattern national codes. Each Lambda national code
has the lambda structure and a Braille character dictionary
as close as possible to the official national code.

Within Lambda, mathematical formulas may be input
in several ways:
� through keyboard shortcuts.
� from a structured menu.
� from an alphabetic list.
� from a toolbar (for sighted users mainly.).

As for output, Lambda supports these modalities:
� Braille output in a special, though customisable 8

dot code.
� speech synthesis - mathematical symbols are verbal-

ised in a descriptive language.
� visual presentation in a linear code (a specific font

in which each Braille character is represented by a
visual symbol).

� graphical rendering - not synchronous to input, the
graphical rendering is built when the user presses a key.
This view is then static. The graphical view is obtained
by conversion of the Lambda code to MathML.

Lambda offers several tools to support a student in edit-
ing mathematical expressions. The most important among
these utilities is the manipulation of blocks: Every structure
with an opening and a closing tag, i.e., an expression in
parentheses, a root, a fraction, an index, or an exponent, is
considered a block. The Editor has functionality to select a
block, to enlarge or diminish the selection according to struc-
tural levels, to delete a block, and to copy it to a different
place in the document.

As for navigation support, Lambda offers collapse and
expand functionality, which is also organised along the block
structure of a mathematical expression.

8 Future Challenges
Nowadays, the significant efforts made around the

MathML language and the progress made by rendering pro-
grams (like Mozilla for instance) and the equation editing
software (like MathType) allow us to develop very useful
software that might help blind users to deal with the intrin-
sic complexity of Mathematical Braille notations. We have
seen in this paper a few examples that provide such help
(Math Genie, Lambda).

8.1 Needs
One of the central objectives of works in this field is

now collaborative work between blind and sighted individu-
als, most typically in a mainstream teaching environment,
where one blind pupil needs to be able to collaborate with
his/her sighted teacher and, perhaps, several sighted fellow
students.

This requires synchronisation of 2 representations us-
ing 2 different modalities, one dedicated for the blind and
one dedicated for the sighted. Each of these representation
must be the natural representation, that is the representa-
tion the readers are used to. In the case of sighted people it
has to be the natural graphical view. In the case of blind
readers it has to be the official Braille notation in use in
their environment.

The synchronisation must allow each one to point a lo-
cation on the formula to show it to the other, in order to
highlight an idea or to explain an error. On the graphical
view this pointing must be done using the mouse by click-
ing on the desired location. Then the specified location is
highlighted on the Braille display. On the other direction
the Braille user can click on a cursor routing key and then
make appear the selected location with a different back-
ground on the screen.

Additionally it is necessary to be able to collapse/ex-
pand some branches of the Maths expression in order to get
overviews of the formulas. Obviously this has to be syn-
chronised too.

Actually carrying out mathematical calculations is even
more difficult than reading and writing formulas. The prob-
lems in doing formal manipulations happen because of the
complex structures that arise during a calculation: whereas
sighted people may organise a computation such that it can
be easily surveyed and navigated, blind people tend to get
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lost quickly within a formal structure. There is a need for
powerful editing tools that pupils can use to do calculations
more easily.

There is also a tremendous need for tools providing con-
textual support on the Braille mathematical code and doing
calculations. These tools should provide support with re-
spect to the Braille notation itself and not mathematical con-
tent. The aim is to reduce the gap between blind pupils and
their sighted peers induced by the complexity of mathemati-
cal Braille notations.

8.2 MAWEN
We are currently developing a prototype application

based on MathML which implements all these features.
MAWEN, which stands for "Mathematical Working Envi-
ronment", is currently being developed in co-operation be-
tween the Johannes Kepler University of Linz, Austria, and
the University Pierre et Marie Curie in Paris, within the
MICOLE project, funded by the European Commission. It
is a comprehensive, collaborative, bi-modal software solu-
tion designed to address all the basic problems outlined in
this paper.

The system is designed:
� To work on documents of mixed content - textual

and mathematical.
� To simultaneously represent formulas in a Braille

Mathematics code of the user’s choice (MAWEN poten-
tially supports any official Braille code - as soon as it is
implemented in the UMCL library), and in natural visual
rendering.
� To support bi-directional pointing possibilities.
� To support navigation through formulae by collapse

and expand functionality, synchronised with both views.
� To input/edit this mixed content, and especially math-

ematical formulas, such that the above-mentioned simulta-
neous representation persists.
� To support the student in doing mathematical ma-

nipulation.
In order to achieve this objective we have developed a

model which is based on MathML - actually on Canonical
MathML and which supports synchronisation and all fea-
tures described above. The choice of a standard (MathML)
as work representation ensures the timelessness of the sys-
tem.

9 Conclusion
The study of Mathematics is crucial in most science dis-

ciplines. The difficulty inherent in the particular notation
they use clearly disadvantages blind and partially sighted
pupils. Therefore there is a urgent need for software tools
which help them to overcome the difficulty due to their
impairment. Considering the current trends which encour-
age more and more such pupils to attend mainstream schools
it is necessary that these tools are usable by teachers who
do not have a specific knowledge of Braille. Today the de-
velopment of inexpensive but powerful computers allows
to have an optimistic view on the future.

Indeed we have seen in this paper that a lot of partial
solutions have been developed in the past decade. The in-
volvement of multidisciplinary teams to have a better knowl-
edge about the way individuals understand and represent
Math content will help to make these tools more efficient
and useful.

The development of tools based on MathML (which is
now the standard for representing Mathematics contents)
allows the development of tools that will better integrate
visually impaired people into the mainstream. Indeed these
tools allow, for instance, the production of documents with
mainstream software. Additionally we can access software
tools which allow high quality graphical rendering of
MathML formulae. The development of converters from
MathML to various Braille code in a portable and modular
form will allow to integrate the natural representation of
formulae for each user in an efficient work environments,
giving some support on the math code to the blind users.
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Computer Games and Visually Impaired People

Dominique Archambault, Roland Ossmann, Thomas Gaudy, and Klaus Miesenberger

The accessibility of computer games is a challenge. Indeed, making a computer game accessible is much more difficult
than making a desktop application accessible. In this paper first we define game accessibility, then we present a number
of papers published in the last decade: specific games (audio games, tactile games etc), games designed for all, and a few
words about game accessibility and then we will describe the work that we are currently carry out in order to propose a
framework to allow mainstream games accessibility.

Keywords: Accessibility, Computer Games, Visually
Impaired People.

1 Introduction
Computer games have become an important part of child

and youth culture, and most children, in developed coun-
tries, have a considerable experience of such games. Addi-
tionally these games are used by a growing part of the popu-
lation, especially young adults (in average 25 years old, in-
cluding 40% of women1 ) but the proportion of players is
also growing in other age groups.

Indeed the mainstream commercial market for compu-
ter games and other multimedia products have shown a rather
impressive development in recent years. For instance in
2002, costs for the development of a games could vary be-
tween 300,000 euros for a game on a wearable device, to
30 millions for the biggest productions (involving nearly a
hundred of employees) [1] [2] [3]. Since 2002, the antici-
pation by players for more impressive games have caused
budgets to increase, with increased use of new technolo-
gies.

People who cannot use the ordinary graphical interface,
because they are totally blind or because they have a severe
visual impairment (sight rated < 0.05), do not have access
or have very restricted access to this important part of the
youth culture [4]. This is particularly unfortunate for two
main reasons. The first is that this group of people is prob-
ably the one who can benefit the most from technology.
Indeed, technological tools benefits them in a lot of situa-
tions in their daily lives, at school as well as at work or at
home, in mobility, etc. Therefore it seems important that
children get used to using technology as early as possible.
A second reason is that handicapped children can benefit a
lot from the use of computer games for their psychomotor
and cognitive development [5].
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To give people with visual disabilities the chance to have
access to multimedia games should be seen as an important
issue for better inclusion and participation in society.

Designing games that work for visually impaired chil-
dren is quite a challenge since the main feedback channel
in games is usually visual. Indeed even if audio is more and
more used in mainstream games, it has only a complemen-
tary role in a huge majority of cases. It improves the expe-
rience of the player but it is usually not bringing necessary
pieces of information that the player would not get visually.
For instance most of these games can be played efficiently
with sound switched off.

This is probably the reason why very few computer
games are accessible and very few have been developed for
the visually impaired. Before 2000, the only accessible
games that one could find were developed by the Swedish
Library of Talking Books2 .

2 Game Accessibility
Accessibility of games is a more complex problem than

software accessibility in general. First, and it seems obvi-
ous, it is very important that accessible games still be games.

Accessible games must still be games!

2.1 Computer Access
Computer access for visually impaired people started to

develop largely during the 80s, thanks to the appearance of
personal computers. It was made possible by the develop-
ment of speech synthesis and by the appearance of Braille
refreshable displays. These tools allow to render informa-
tion using alternative modalities (namely audio and touch).

To access desktop application, blind people have to use
specific software applications, called screen readers, which
literally reads the information on the screen to render it in
an appropriate way using speech and/or Braille, according
to the user settings. These applications were relatively sim-
ple when we were using console operating systems (text
only on screens showing 25 lines of 80 characters), but be-
came extremely complex with the development of graphi-
cal user interfaces. Nowadays screen readers are able to deal
with multiple windows, to access client contents as well as
menus, dialog boxes, etc. They allow a trained user to ac-
cess efficiently most desktop textual applications (word
processors, spreadsheets, Internet browsers, email software,
etc), as well as system information and settings.

The improvement of screen technology during the 90s
has allowed the development of enlargement software
(screen magnifiers), which enlarge text or pictures up to 32
times, which is often a necessity for partially sighted peo-
ple. Furthermore it is possible to change colours, resolution

and also to redesign the organisation of information on the
screen. Used alone, or in combination with speech synthe-
sis, these software solutions enables people with really low
vision to use the graphical display in an efficient way.

Additionally a number of specific devices which use the
tactile modality or the haptic modality can be used together
with specific software. First tactile boards are devices on
which overlays can be inserted. The device transmits to the
computer the location where it is pressed. Usually they are
used to adapt computer games for young children. Indeed
the overlays can support very rich tactile representations
and therefore be very attractive for children. Tactile over-
lays may be prepared using various technologies, like
thermoform, swallowed paper, polymerised glues etc, or
simply by sticking different kinds of material. However, the
major limitation with this kind of device is that is that over-
lays are static and not so easy to insert properly in the de-
vice.

Other tactile devices have appeared recently. These are
tactile graphical refreshable displays which use the same
kind of pins than Braille displays, to represent a graphic
surface, with 16x16 pins or more3 . These are still very ex-
pensive and for now mainly used in research labs, but they
might come to the market in the next decade.

Other experimental devices called tactile transducers use
the principle of deforming the skin by tangential traction
[6]. An experimental device was designed comprising a 6x10
actuators array with a spatial resolution of 1.8x1.2 millime-
tre. It was successfully tested by subjects who were asked
to detect virtual lines on a smooth surface.

Haptic devices include a variety of devices like vibrato
tactile joysticks and gamepads, or the Senseable Phantom4 .
The Phantom is an input/output device which looks like a
mechanical robot arm that is holding a stylus. When hold-
ing the stylus in the hand it is possible to touch, feel and
manipulate virtual objects with 6 degrees of freedom. It uses
only one point of interaction (the stylus), which means that
the user will access the virtual environment through this
single point, like touching objects with a stick [7].

Finally switches are very simple input devices which
are used by people with very reduced motor capacities. They
allow only to send one event (when pressed). They are very
sensitive and allow a lot of precise settings.

2.2 Computer Accessibility
Unfortunately these specific access software applications

(screen readers and screen magnifiers) are not able to ac-
cess all software regardless of how it was developed. In-
deed access software applications need to collect accessi-
ble information from the applications in order to render it
using alternative modalities. This accessible information is
mainly textual which means that all graphics that have a
function must have alternative texts, but it is also necessary
to get the information when something happens on the screen
(when a dialog box appears, when some information ar-
rives somewhere in the client window, etc...). If this infor-
mation is not present in an application, the use of screen

2 TPB, <http://www.tpb.se/english/computer_games>.
3 See for instance Handytech GWP (Graphic Window Pro-
fessional): <http://www.handytech.de/en/normal/products/
for-blind/gwp/index.html>.
4 Senseable Technologies Inc.
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readers with this application is at the best very difficult and
in the most cases completely impossible.

To make applications accessible, accessibility frame-
works have been developed and are available in the main
environments. For instance, Microsoft has developed
Microsoft Active Accessibility5 , which is a COM-based
technology that provides assistive technology tools with
access to the relevant information. On one side it is a col-
lection of dynamic-link libraries that are incorporated into
the operating system, on the other side is a COM interface
and application programming elements.To make their ap-
plications accessible, application developers have to imple-
ment the IAccessible interface.

There exist similar frameworks on Mac6  and on Linux
desktop environments: Gnome accessibility project7 , KDE
accessibility project8 .

Furthermore specific development frameworks need to
support accessibility. For instance the Java Accessibility
API9  or Access Mozilla10 .

2.3 Accessibility of Contents
It is not enough that applications respect accessibility stand-

ards. In most cases the contents must be accessible too.
For instance in the case of a web site, the accessibility

of web browser is necessary but the web contents must be
accessible too. Graphical elements for instance must have
textual alternatives, and this depends on the content itself.
In that respect, the W3C launched the Web Accessibility
Initiative to developed guidelines for Web Accessibility:
WCAG11 . (Web Content Accessibility Guidelines). These
guidelines indicate how to use each of the HTML tags to
make a web site accessible. For instance to support graph-

ics, it is requested to insert alternative text within an "ALT"
attribute on each IMG element.

2.4 Differences in the Case of Games
These accessibility solutions work satisfactorily for desk-

top applications but not for computer games. First the no-
tion of "working satisfactorily" is a) not enough and b) not
easy to define in that context.

Indeed, the results of a game can not be easily quanti-
fied unlike classical desktop applications. In word process-
ing software, it is easy to measure the time needed by a user
to write a document or to edit a document produced by a
colleague. In a game we can observe if a player succeeds,
and measure the time to finish a level or any case relevant
for the game considered, but this is not enough. Unlike oth-
ers software, games have to provides special feelings to play-
ers. There are likely to be some emotional factors to con-
sider in the desktop applications, but they are usually not
taken into account, or at least unless they affect the produc-
tivity. In the case of a game these factors are the most im-
portant.

It is not easy to describe the nature of these types of
feelings: it is a large field of research and studies that de-
scribes it through two main concepts: the concept of pres-
ence and the state of flow. Both describe a state where the
player feels totally immersed in the game universe. The pres-
ence concept is the ability of the game to provide the illu-
sion for the player that he/she is in the virtual environment
[8]. The presence sensation can be evaluated according to
the goals of the game [9]. The efficiency of the interaction
is also an essential point [10]. There are many others ways
to approach this particular type of sensation felt by the player.

The other concept is the state of flow. This concept could
appear very similar to the presence concept, but it is more
oriented to a sensation of intense pleasure rather than an
illusion of being elsewhere. It can be defined as a state of
concentration, deep enjoyment and total absorption in an
activity [11]. Flow is the result of the balance between two
different psychological states, anxiety and boredom, them-
selves produced by the gathering of two aspects of gaming:
the challenge of a task versus the abilities of the player [12]
(see Figure 1).

In other terms, as we stated at the beginning of this sec-
tion: Accessible games must still be games! Adults in work
situations accept relatively large constraints on usability in
order to be able to use the same software as their sighted
colleagues and to work on the same documents.

The example of ord processing software provides a quite
interesting way to illustrate this. Usually the simple access
to character properties (like knowing if a word is in bold
face or not) necessitates some complex manipulations. What
is immediate by sight on any WYSIWYG word processing
application, necessitates selecting the word, opening a dialog
window and then navigating the various boxes of the char-
acter properties dialog in order to check the various set-
tings currently selected. There exist other software solu-
tions for word processing, like LaTeX, which allow much

Figure 1: About Flow in Games.

5 <http://msdn.microsoft.com/at>.
6 <http://www.apple.com/accessibility/>.
7 < http://developer.gnome.org/projects/gap/>.
8 < http://accessibility.kde.org>.
9 <http://www-03.ibm.com/able/guidelines/java/javajfc.html>.
10 <http://www.mozilla.org/access/>
11 <http://www.w3.org/TR/WAI-WEBCONTENT/>.
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simpler access to this kind of information for a blind per-
son, but they are usable only if the colleagues of this person
use the same software! Otherwise, it’s always more impor-
tant to be able to use the same software as the others even if
the usability is not so good.

This is not the case for children, especially when play-
ing. In other words it is not enough to find a technical way
of allowing to access to all information needed in the inter-
face, the result must be as interesting and as usable as the
original game.

Another important reason, which is as important as the
previous one, is that it must be possible to succeed! Once
again it seems obvious. In the example of a screen reader
with a desktop application the user has to explore the con-
tent of the screen or of a window to know its contents. In
the case of a game, let us consider a shooting game for in-
stance, if an enemy enter the screen, a sighted person will
perceive it visually within seconds, together with its loca-
tion. But if a blind user needs to scan the screen to get the
same information, the enemy will have plenty of time to
defeat him/her and the game will be over very soon.

In the current mainstream market a huge majority of
computer games are totally inaccessible to blind users as
well as to most partially sighted users, and also to people
having a large variety of other impairments.

2.5 Playable Alternative Modalities
To handle the special needs of the impaired players, new

ways of interacting and communicating have to be found.
The different modalities available for visually impaired us-

ers have to be studied in order to see what kind of interac-
tion can be made with each device and how.

2.5.1 Audio
The first modality which comes to mind is obviously

the audio. Considerable progress has been made in audio
possibilities of computers, and what has largely contributed
to this progress is the need for the development of compu-
ter games. These audio possibilities have been used for a
quite large number of audio games, games that rely only on
audio. We’ll see a number of them in Section 3.1.

Unfortunately these developments have been exclusively
driven by use cases where the audio is a complement to a
visual experience, which is supposed to enhance the feel-
ing of the situation for the player.

2.5.2 Tactile
The tactile modality can be used to design tactile or au-

dio-tactile games. We’ll see in Section 3.2 some games us-
ing tactile boards. Braille devices are usually not used to
design games. Nevertheless some research is currently car-
ried out in order to find models to represent a 2D space on
a linear Braille display [13]. A few experimental games were
designed in order to evaluate these models, for instance a
snake game and a maze game.

2.5.3 Haptics
Sjöström [14] studied the possibilities offered by haptic

technologies for creating new interactions usable by blind
people. He worked especially with the Senseable Phantom.

Figure 2: Comparison of Video Games Categorisation and Audio Games Categorisation.
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Johansson and Linde [15] used an inexpensive force
feedback joystick in a virtual maze. Wang et al. [16] have
designed an experimental memory game in order to assess
the possibilities of their tactile transducers. Raisamo et al.
[17] present the same kind of memory game using a low
cost vibrato-tactile device (a force feedback gamepad). In
these three cases, the interest of the researchers is not in the
game development itself, but the use of the game as a tool
to study the haptic perception. Nevertheless the players were
able to successfully play the games and showed an interest
in the devices, so use in future accessible games would be
possible.

Evreinov et al. [18] designed a vibro-tactile pen and
software to create tactons and semantic sequences of vibro-
tactile patterns on mobile devices (iPAQ pocket PC). They
propose special games to facilitate learning and manipula-
tion by these tactons. The techniques are based on gesture
recognition and spatial-temporal mapping for imaging vibro-
tactile signals.

The Phantom was used in several game experiments.
Aamisepp and Nilsson [7] built a plugin for an open source
3D game engine (Crystal Space) that allows navigation in
the 3D environment and to touch the surroundings with the
Phantom. The authors conclude that their system can be used
with 3D environments specially built for the haptic envi-
ronment but that it would not really work with existing en-
vironment used in 3D games like Half-life or Quake. The
reason is that the Phantom uses a single point of interac-
tion, which makes it very difficult to understand a 3D shape.

Crossan and Brewster [19] describe research about the
possibility of using two hands with two different devices.
They were using their dominant hand to move a cursor with
a phantom and their other hand to receive tactile informa-
tion from a device offering a 4x8 array of pins12 . A maze
game was designed for the experimentation. They conclude
that most users could solve the task with little training, which
tends to show that such combination can be used to make
accessible games or accessible versions of games.

The Phase project [20] is an experimental game using
haptic feedback. It has been successfully played by visu-
ally impaired people in various exhibitions. The game re-
fers to function of a phonograph: Phase offers visual stere-
oscopic landscape wherein a player moves a kind of play
head that produces sounds, according to its position over
the landscape. It can be used as a musical toy that users just
listen to or as a challenging game. To beat the game, play-
ers have to increase speed by trying to reach the lowest lo-
cation of the landscape. The haptic device (Senseable Phan-
tom) allows the user to feel the relief and to find accelera-
tion zones. It enables visually impaired players to success-
fully handle the game.

About the Phantom, we must also mention BattlePong,
which is a pong game where the players use a Phantom to
handle the racket. BattlePong was presented at the Experi-
mental Gameplay Workshop at GDC 2004 (Game Devel-
opers Conference).

3 Specific Games
This section focuses on games specifically designed for

visually impaired people. These games are usually funded
by foundations or non-profit organisations. Most of them
are very nice for visually impaired people but have little
interest for the mainstream, except maybe a few of the au-
dio games.

3.1 Audio Games
Audio games are games, in which the main play modal-

ity is audio, which includes three different concepts. The
first involves mainstream video rhythm games like "guitar
hero II"13. The second is related to artistic musical
experimentations. The web site audiogame.net refers inter-
esting interactive works. In this paper we will focus on the
third concept - audio games which can be played with au-
dio only and without visuals which are therefore accessible
to visually impaired players.

In 10 years, over 400 audio games have been developed,
which is a very small number as compared to video games.
Indeed, compared to the market of computer games, audio
games are a tiny market, profitability of such projects is
smaller and development teams contain generally only be-
tween one and four persons. Nonetheless, the production
rate has dramatically increased those last few years and the
community of players and developers strengthens with sites
such as Audio games.net, which seems to imply that this
new medium is in a very promising phase of expansion.

Researchers could have an important role to play in that
expansion process, by contributing to develop innovative
features like a more pleasant audio rendering, by projecting
audio games in a futuristic point of view by using uncom-
mon technology like GPS for instance and by participate in
the elaboration of games which can interest both the sighted
and visually impaired community [21]. There exist a few
visual audio games which can be very impressive and
playable as well with or without sight. "Terraformers"14   [22]
was developed with accessibility as part of the original con-
cept of the game. On the other hand, "Audioquake" [23]
(see Section 5.5) was developed as a research project to
make a non accessible game accessible.

3.1.1 Audio Games Categorisation
Audio games, like video games, can be categorised. The

categorisation of audio games provides conceptual tools
allowing to comprehend better the interaction mechanisms
used for the players to have fun. In order to categorise au-
dio games, we use a categorisation of video games as a theo-
retical basis of thinking [3]. Natkin distinguishes four main
types of games that can be played alone: action games, ad-
venture games, puzzle games and strategy games. These

12 Virtouch VTPlayer.
13 <http://www.guitarherogame.com>.
14 <http://www.terraformers.nu>.
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categories will be described more precisely below. Natkin
mentions that these types of games can be mixed together
and it is true that numerous video games belong to several
categories.

The categorisation of audio games proposed in [24]
looks similar, with four matching categories, but they are
not exactly the same as video games categories (see Fig-
ure 2). Indeed audio games do not have the same history
as video games. They have not had the same evolution.
Audio games owe their existence to video games but also
to textual games. Without the visual, texts are the best
means to give the players the rules of the game. Audio
games with more complex rules, such as parlour games
or management/ simulation games, are therefore natu-
rally more textual than audio. Games with more simple
rules, such as action and exploration games, have more
recourse to non-verbal sounds. Most of the games that
are more non-verbal audio than textual can be consid-
ered as a mixture at different levels of the interaction
mechanisms of action and exploration games. Some in-
teractions have to be based on a precise timing (temporal
dimension of the interaction) and some interactions per-
mit the exploration of a geographic space. Thus, current
audio games can be studied with three factors: their de-
pendency on verbal information, their dependency on in-
teraction mechanisms based on timing and their depend-
ency on the interaction mechanisms of exploration.

3.1.2 Action Games
Action games directly refer to games coming from and

inspired by arcade games and requiring good dexterity from
the player. One example of such games is "Dance Dance
Revolution" (DDR). DDR is the first of an important series
of musical video games. Playing these games requires a good
synchronisation with a tempo given by the music. They are
not accessible because the kind of action to be done is given
visually. The visual information allows the player to antici-
pate the time of the interaction. The tempo of the game can
be rather fast and really challenging. The concept of timing
is very important but it depends at the same time on audio
and visual perception.

There are also audio action games, where the success of
the player depends on an interaction based on a precise tim-
ing. "Tampokme"15  is such an accessible audiogame. The
principles of the game are very simple compared to DDR.
There is no possibility of anticipating but timing is essen-
tial. The player has to identify various kinds of audio sig-
nals and react accordingly and in fixed time. The state of
flow is not as intense as in DDR but the potential for im-

provement is high and it is fully accessible to visually im-
paired people as well as to people who have mobility trou-
bles (it can be played with a single button).

3.1.3 Adventure Games/Exploration Audio Games
Adventure games allow players to take part in a quest.

This type of game combines three essential features: an in-
teresting scenario, the exploration of new worlds and riddle
solving. A typical example is the series "Zelda". The enig-
mas and the scenarios of this kind of game are important
but not as much as the action of moving around of the ava-
tar of the player in a virtual environment.

There are also adventure audio games, though the sce-
narios of these games, as compared to video games, are still
very little developed and that the activity of puzzle solving
is clearly secondary. The primordial aspect of these games
is, most often, the exploration of a new geographic envi-
ronment. That is why we call this category "exploration
games" in the case of audio games.

"Super Egg Hunt"16  focuses on the move of the avatar
on a grid, where the players must locate objects only from
audio feedback. A quite clever use of stereo, volume and
pitch of the sounds allows an easy and pleasant handling.

3.1.4 Strategy Games/Management-simulation Audio
Games

Strategy games require that the players control an army,
a territory and resources by manipulating maps. The game
"Civilization" allows the player to control a large number
of characters, spread across a large number of places. The
player manipulates a lot of parameters in order to ensure
that the population survives and develops.

There are a few strategy audio games but the manipula-
tion of maps is rather difficult without the visual aspect. It
is still possible: galaxy ranger and AMA Tank Commander
are two audio games that offers an interesting approach of
strategy games, but they are isolated [25]. The aspects that
are the most prominent for these games are the manage-
ment of resources and simulation.

The game "simcarriere"17  ignores the map aspect and
focusses on the simulation/management side. The player
has to manage a lawyer’s office by buying consumables,
hiring personnel, and choosing the kind of cases to defend.

3.1.5 Puzzle Games
Finally puzzle games are inspired from traditional games.

There are puzzle audio games which directly refer to par-
lour games that are not accessible in their usual material
form. Nevertheless audio and video puzzle games are quite
similar in their principles.

The game "Battle Chess" is an adaptation of the Chess
game into a video game. "K-Chess advance"18  is also an
adaptation of the Chess game, but focussing on audio. In
those cases, the feeling of flow does not rely on principles
of reactivity in front of audio or video signals, but on enter-
taining principles that have stood the test of time before the
advent of computers.

15 Tampokme, the audio multi-players one-key mosquito
eater, CECIAA/CNAM CEDRIC/UPMC INOVA, <http://
www.ceciaa.com/?cat=lois&page=action>.
16 Egg Hunt, LWorks, <http://www.l-works.net/egghunt. php>.
17 <http://www.simcarriere.com/>.
18 KChess Advance, ARK_Angles, <http://www.arkangles.
com/kchess/advance.html>.
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3.2 Tactile Games
Tactile games have inputs and/or outputs that are car-

ried out with tactile boards or Braille displays, usually in
combination with audio feedback.

As mentioned in Section 2.5.2, the use of Braille dis-
plays for gaming is only experimental at the moment so we
will only discuss projects that involve tactile boards.

Back in 1999, we developed a first software work-
shop[26] allowing to design software games using a tactile
board for the input. A scripting language was used to define
regions on the tactile board and to attach sounds to these
regions. It was also possible to design several scenes and to
link them together, which allowed the design of audio/tac-
tile discovery games as well as matching games, quizzes
and interactive stories.

Then during the TiM project [27] we developed several
tactile games. One was an accessible version of "Reader
rabbit’s Toddler", where the children can feel tactile but-
tons on the tactile board, and then drive the game from this
board. This adaptation has been designed with the support
of the publisher of the original game.

This work allowed us to realise how important it is to
compensate the lack of visual information in order to en-
sure that the adapted game has enough attractive feedback
for the visually impaired children[28]. Indeed in a first ver-
sion we had only adapted the tactile interfaces, so the game
was usable by the children, but all the audio outputs were
the original ones. It was clearly not enough, the children
did not consider it as a game. In a second version we added
a lot of audio content, which had been written by a profes-
sional author. This version was much appreciated by the
children.

Another game developed within the TiM project was
FindIt, which was a very simple audio/tactile discovery and
matching game. It is intended for very young children or
children with additional disabilities. The player must asso-
ciate sounds with pictures on the screen or tactile informa-
tion on a tactile board. Recorded comments and clues are
associated with the items. From this game we developed a
game generator [29] which is currently being evaluated by
practitioners working with visually impaired children. The
generator allows educators and teachers who work with visu-
ally impaired children to design their own scenarios and to
associate them with tactile sheets that they design them-
selves manually.

Tomteboda resource centre in Sweden has published a
report in which they try to stimulate parents and educators
to develop their own games using tactile boards [30].

4 Games Designed for All
The goal of games being developed under the title of

"designed for all" is to give players with a wide variety of

abilities or disabilities the opportunity to play these games.
This requires a very advanced game setting and configura-
tion.

4.1 UA-Chess
UA-Chess19  (Universally Accessibility Chess) [31] is a

universally accessible Internet-based chess game that can
be concurrently played by two gamers with different
(dis)abilities, using a variety of alternative input/output
modalities and techniques in any combination. It was de-
veloped by the Human-Computer Interaction Laboratory of
ICS-FORTH in close cooperation with the Centre for Uni-
versal access and Assistive Technologies.

The game supports a collection of possible input de-
vices like keyboard (including switch devices), mouse and
even speech recognition (recognise more then one hundred
words). With these input devices, several configuration and
combinations are possible. For example the keyboard can
be used, beside the standard input, for input scanning. Fur-
thermore, keyboard shortcuts help the gamers to control the
game and the game menus quickly.

The two possible output channels are visual and audi-
tory through speech synthesis. An integrated screen reader
makes it possible to play the game without visual informa-
tion. The player can decide which information he/she wants
to be read. UA-Chess gives the opportunity to save these
customised information in profiles.

The game provides a default, a blind and two switch-input
profiles. Furthermore, two user profiles will be supported.
Certainly, each of the two players can select their own profile.
As already mentioned, it is a two player game, which can be
played together on one computer or over the Internet.

The programming language and technique is
Macromedia Flash MX Professional 7. Flash was chosen
because the plug-in is available for all important web brows-
ers on several operating systems (Windows, Mac OS, Linux
and Solaris). Flash does not support speech input or output,
so to support speech recognition and synthesis Speech Ap-
plication Language Tags (SALT) technology20  was used.

4.2 Access Invaders
Access Invaders21  is a designed-for-all implementation

of the famous computer game Space Invaders, with the tar-
get groups of people with hand-motor impairments, blind
people, people with deteriorated vision, people with mild
memory/cognitive impairments and novice players
[Grammenos et al., 2006]. Furthermore people belonging to
more than one of the previous groups. Like UA-Chess, this
game is developed by the Human-Computer Interaction Labo-
ratory of ICS-FORTH. Universal Access will be achieved by
supporting alternative input/output modalities and interaction
techniques that can co-exist and cooperate in its user interface,
in combination with configurable player profiles. Each game
parameter can be adapted both based on the player’s profile
and the current game level. Non-visual gameplay is also sup-
ported by full acoustic rendering of game information and a
built-in screen reader.

19 <http://www.ics.forth.gr/hci/ua-games/ua-chess/>.
20 <http://www.saltforum.org>.
21 <http://www.ics.forth.gr/hci/ua-games/access-invaders>.
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Multi-player games are available, where people with
different (dis)abilities can play cooperatively, sharing the
same computer. In this case, the game’s interaction param-
eters can be independently adjusted for each player. An
unlimited number of concurrent players is supported. This
is reached by the concept of the so called Parallel Game
Universe. Different kinds of aliens (varied by amount and
strength) belong to the different players. A player just can
kill aliens belonging to him/her and vice versa.

Future development will cover the support of tactile
output through a Braille display and a force feedback joy-
stick and stylus. Furthermore, an interactive editor for user
profiles and dynamic gameplay adaptation, which includes
monitoring the player’s actions and dynamically adjusting
the gameplay to better match the player’s skills.

4.3 Tic Tac Toe
The approach of Ossmann et al. [33] was not to develop

a new game designed for all players. It was decided to make
an already published game accessible and show, if this is
possible and how big the effort is. An open source imple-
mentation of Tic Tac Toe was chosen. The accessible func-
tionality bases on Guidelines for the Development of Ac-
cessible Computer Games (see Section 5.2) and was a good
test for the usability and completeness of these guidelines.
The so called Descriptive Language was used to realise the
accessible features during the implementation.

This language connects alternative input/output devices
with the game engine with the possibility to use several in-
put devices simultaneously and present the game output on
several output devices. This means that, as an example, the
game player can decide if he/she wants to have all graphi-
cal objects presented on screen, described over speaker or
be on both output devices. Additionally the Descriptive
Language covers the option for an extensive configuration
of the game, so that the game can be customised to the spe-
cial needs of a (dis)abled person. This configuration ranges
from game speed to the number of opponents to many other
game options, depending on the kind of game. The Descrip-
tive Language is, as the Tic Tac Toe game itself, still under
development and this game is the first example, using this
language.

The game provides, beside the already mentioned full
sound output of all objects on the game field, also the pos-
sibility to use input scanning in connection with (one) switch
devices. The future development will cover the support of
visual impairments and full accessible game configuration.

5 Game Accessibility
The goal of games accessibility is to bring the idea of

accessible games (or games designed for all) to the main-

stream and show different approaches. Here is an overview
of papers about research work and development on this topic.

5.1 Accessibility in Games: Motivations and
Approaches

[34] is a white paper published by the Games Accessi-
bility Special Interest Group22  (GA-SIG) of the IGDA (In-
ternational Game Developer Association) in 2004. Firstly
they give the following definition of games accessibility:
"Game Accessibility can be defined as the ability to play a
game even when functioning under limiting conditions.
Limiting conditions can be functional limitations, or dis-
abilities such as blindness, deafness, or mobility limitations.”
Furthermore definitions of the different kinds of (dis)abilities
are given followed by statistics about (dis)abilities in the
population and the possibilities of game based learning.

The paper also covers a collection of hints, suggestions
and guidelines for the development of accessible games.
Moreover there is a collection of accessible games with a short
description of each game and a categorisation of the
(dis)abilities supported. A listing of assistive technologies and
an overview of state of the art research completes the paper.

It is the first famous publication that woke up the main-
stream game developers and showed them that it is possible
and necessary to include more users in the mainstream
games.

5.2 Guidelines for the Development of Accessible
Computer Games

Guidelines are an important tools to bring games acces-
sibility to the mainstream. Ossmann and Miesenberger [35]
show a set of guidelines23 , based on the already mentioned
guidelines from IGDA and a set of guidelines from the
Norwegian company MediaLT24 , and their development
process. The guidelines are a collection of rules, hints and
suggestions as to how to develop accessible computer
games, divided into the categories of level/progression, in-
put, graphics, sound, and installation and settings.

The guidelines have, beside the rules themself, a cat-
egorisation in three classes of priorities: a) must have, which
means, that it is absolutely necessary for the listed group of
gamers. Otherwise the game is not accessible for them, b)
should have, which means, that it is a big help for the listed
group of gamers and c) may have, which means, that it is a
helpful feature for the listed group of gamers. Furthermore
there are four groups of (dis)abilities: visual, auditory, mo-
bility and cognitive (dis)abilities. These (dis)abilities are
allocated to the priorities, e.g. one rule can have priority 1
for visually impaired people and priority 3 for auditory im-
paired people. The next steps will be adding code samples
and best practice methods to fulfil the rules. Another step
will be making a stronger integration of assistive technolo-
gies in the guidelines, specially adding an input device sec-
tion to them.

The future goal is to have a useful and usable set of
guidelines for game development like the web accessibility
guidelines for web pages.

22 <www.igda.org/accessibility>.
23 <http://gameaccess.medialt.no/guide.php>.
24 <http://www.medialt.no>.
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5.3 Computer Games that Work for Visually
Impaired Children

Archambault et al. [28] describe the work on computer
games for blind or severely visually impaired children from
3 to 10 years old. The research and development work was
done during the TiM project, which was a co-operation of
several European institutes and organisations, funded by
the European Commission. Various mainstream games had
been studied and several of them were adapted to be playable
for the target group. Also new ones were developed. Sev-
eral case studies were accomplished, one with the game
"Reader Rabbit’s Toddler". In the original version of this
game, the player can have access to 9 different educational
activities. From these 9 different activities in the original
version, 4 could be adapted plus the navigation in the main
menu.

All output was converted to alternative modalities (ba-
sically audio in this game) and for the input, a device called
tactile board was used. This is an input device on which a
rectangular sensitive area is divided into 256 cells. On top
of the sensitive area, a tactile overlay may be inserted. Rich
tactile overlays were designed, using pieces of various ma-
terials, stuck on a robust PVC sheet, and Braille labels.

A second game, called Mudsplat, which based on the
classic arcade game "Space Invaders", was developed. The
game has a various degrees of difficulty and traditional fea-
tures of arcade games were implemented (like high score,
extra lives, levels, bonus objects, bonus levels,...).

Furthermore the paper includes 14 rules for games, be-
ing developed for the already mentioned target group. These
rules based on the results of research and test cases with
children, including information about the game play itself,
about the navigation in the menus and about content for the
sighted.

5.4 Internet and Accessible Entertainment
[36] is based on a project, which is aimed at adapting

and developing entertainment software for young people
with (dis)abilities, including those with mental (dis)abilities,
or a combination of severe motor handicaps and perceptual
losses. Entertainment was chosen, because entertaining soft-
ware may provide good motivation e.g. for learning assistive
devices and standard computer skills. During the project, a
new product should be developed following the principles
entertaining, simple (not childish), accessible and flexible.

Internet games using Macromedia Flash were used based
on the following considerations: support for different plat-
forms, no client installation and only one source to main-
tain in combination with Flash’s built-in tools for creating
graphics and animations, use of mp3-files for music, the
accessibility support is fairly good and the easy distribu-
tion to different medias like Internet and CD-ROM. The
developed game (called "HeiPipLerke") can in short be de-
scribed as a music composer adjusted to meet the require-
ments of the target group. It provides input scanning and
audio output by default.

Some problems and challenges occurred, e.g. the im-

plementation of input scanning and speech output, which
was not available in Flash. Furthermore pointing to, and
selecting items on the screen using a touch screen, followed
by some problems changing the colours of all objects for
people with visual impairments. The game based on the
Guidelines for Accessible Games (see Section 5.2) and "Best
Practices for Accessible Flash Design" guidelines. The fu-
ture work on the game will include more content and sup-
port for the hearing impaired by including sign language in
addition to speech.

5.5 Making the Mainstream Accessible: What’s in
a Game?

Atkinson et al. [23] describe the work of the AGRIP
project - an effort to develop techniques for making main-
stream games accessible to blind and visually-impaired
gamers. AudioQuake is the first adaption of an existing
mainstream game (Quake from id-Software) designed spe-
cifically for sighted people that has been made playable for
blind gamers by adding an "accessibility layer". During the
development of this layer, one of the issues to be solved
was navigation. Navigation issues were divided in global
navigation towards one’s ultimate goal (e.g. the red team’s
flag, ...) and local navigation (e.g. how do I get out of this
room?). At the low-level game accessibility stage of the
project’s development, the primary concern was to develop
the support of effective local navigation.

One "tool" that was implemented for the local naviga-
tion was the EtherScan Radar. It warns players of nearby
enemies and team mates using a RADAR-like metaphor:
sounds emanate from the position of the enemy and have a
gain and repetition speed proportional to the players dis-
tance from them. Another topic is serialisation. It reduces
multidimensional problems into single-dimensional prob-
lems, which is important for the two most popular accessi-
ble output formats — speech and 1-dimensional Braille dis-
plays. Serialisation has a close connection to prioritisation.
This means, that different kinds of information (enemies,
walls, ...) will get different kinds of priorities when being
serialised. Several priority paradigms are discussed there.

6 Game Accessibility today
We have seen (Section 3) that a number of games have

been developed specifically for visually impaired users.
These are mostly audio games but a few tactile games exist.
These games have two points of interest: firstly of course
they are of tremendous interest for visually impaired play-
ers (especially since the number of such games is extremely
limited regarding the number of mainstream games), and
secondly in the research field there are many experiments
or demonstrations of how to render various interaction situ-
ations with alternative modalities. This can be completed
by a number of research papers about new uses of modalities
in the game play (Braille devices, haptic...) described in
Section 2.5.

In the specific case of audio games some more progress
could be achieved. Indeed they still don’t use the specific
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musicality aspects of sounds. Multi-player audio games are
required for better communication between players [25]. In
order to progress it is necessary that audio games start to
interest a larger community of players.

Then in Section 4  we have presented 3 research projects
focussed on games designed for all. These games must be
seen as good practice examples, demonstrating that Uni-
versal Access is a challenge and not utopia. In these projects
we have to admit that the alternative access to these games
requires more development than the rest of the game.

We assist the way to a general awakening to accessibil-
ity needs by the mainstream game developers. Some first
efforts were started to improve accessibility of mainstream
games, with particular guidelines supported by the Interna-
tional Games Developer Association. If they are ever par-
tially implemented we can expect that the general accessi-
bility level will be raised, which means that for a large
number of people having a slight to moderate visual im-
pairment, more games will be playable.

If we want to go further in this field, which means we
want to make more mainstream games accessible, and if we
want to make them accessible to all, we need support for
accessibility included in the mainstream games themselves.
This is the only way that will allow the building of accessi-
ble interfaces for mainstream games.

For now, considering Windows desktop applications, we
have seen in  Section 2.2 that it is necessary to have acces-
sibility support embedded in the applications in order to
make them accessible to alternative interfaces, supporting
alternative modalities, like screen readers. This was achieved
through the Microsoft Active Accessibility, but if this tech-
nology is well suited to desktop text-based applications it is
clearly not enough for games (see Section 2.4).

In the close future we need to design a framework that
will allow development of accessible solutions for games,
that we call Active Game Accessibility (AGA). The goal of
AGA is to allow mainstream game developers to offer sup-
port to accessibility solutions without significantly increas-
ing the development charge for those games. This support
will be used by Accessibility specialists to design accessi-
bility solutions. These solutions will be various, depending
on each game.

For instance AGA will allow the design of some kind of
game screen readers which will make the most simple games
accessible. The AGA framework will concern a much larger
group than visually impaired people with support for all
kind of disabilities. Then specific access software for vari-
ous types of disability can be developed.

These generic accessibility software solutions will be
necessary but will not be enough to make any kind of games
accessible. Indeed in the most complex cases it will still be
necessary to develop specific interfaces to the games. We
have seen in Section 3.2 that in most cases it is necessary to
at least add some audio feedback in order to compensate
the lack of visual information. In more complex games it
will be necessary to adapt the game-play itself. The AGA
framework will allow the design of such interfaces that can

communicate with the mainstream games themselves.
Today more and more actors of the game industry are

aware that something must be done in the near future to
improve the accessibility of computer games. We can be
reasonably optimistic since we set up collaborations with
specialists of Game Accessibility (for all disabilities), with
several companies working in the mainstream, and with
Assistive Technology providers. The game is not over yet!
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1 Introduction
Computer Vision is a computer based technology de-

voted to studying ways of extracting information from im-
ages in order to understand them. One of the functions of
Computer Vision is Document Image Analysis which com-
bines techniques of image processing and shape recogni-
tion to process and interpret electronic documents [1]. Elec-
tronic documents range from scanned images of paper docu-
ments to those already generated by a digital process as e.g.
pdf files, e-mails, web documents or graphics and diagrams
drawn by a design software. This research line is divided in
two main sub areas of interest: the recognition of textual
information (OCR Optical Character Recognition) and the
recognition of graphical information which appears in plans,
diagrams, maps, etc. OCR is one of the pioneer activities of
the Pattern Recognition domain and early works in this area
come from the 50’s [2]. Graphics Recognition, however,
can be considered a more recent activity, with an increasing
interest in recent years. It initially arose from the need to
digitize plans and maps to automatically embed them into
CAD and GIS systems, and lately is much used with new
devices based on hand drawn interaction, as Tablet PCs or
PDAs [3] [4].

Computer Vision has an increasing interest as a support
technology for visually impaired people. Some examples,
such as bar code readers to identify products in supermar-
kets, color identifiers to select clothes, or document read-
ers, are applications that, combined with speech synthesis
mechanisms, are useful tools. This paper describes two

Computer Vision applications for visually impaired chil-
dren and their teachers and families. These applications are
currently being developed at the Computer Vision Center
(CVC) of the Universitat Autònoma de Barcelona (UAB)
in collaboration with the Centre de Recursos Educatius Joan
Amades of the Spanish Blind People Association (ONCE).
The first application consists of a translator from Braille to
view. View is the name used to refer to the regular printed
information in hard copy among non-visually impaired peo-
ple. It is used as an opposite term of Braille, the touching-
based format popular among some visually impaired peo-
ple. Thus we use the above two terms to refer the two ways
to present information in paper documents, visual or relief-
based. Translating texts from Braille allows children to share
their homework with other people without their needing to
know Braille notation; moreover it allows duplication of
Braille texts without retyping them. The second application
allows visually impaired children and children with low
vision to learn, in an autonomous way, how to draw geo-
metrical shapes or capital letters or to retrace them, all us-
ing a digital tablet. This learning paradigm is useful in dif-
ferent ways. For example, to follow parallel lines is a step
in the learning of reading Braille, as to do it the child needs
to follow the Braille characters that appear placed in paral-
lel lines. To learn to write short texts in view mode can help
them to communicate with other people or to give them
notes. Finally, with this tool children are able to draw sim-
ple scenes or reality concepts, e.g. the human body or a
landscape. It allows them to understand scale and spatial

Figure 1: a) Translation System Braille-View. b) Translation Results.

Figure 2: Imperfections in Braille Dots.
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concepts of reality. Moreover, the system cleans up the in-
troduced hand drawn predefined shapes, improving the fi-
nal appearance  of an edited document.

From a scientific point of view both applications be-
long to the two main lines of the Document Analysis re-
search field stated in the above paragraphs: text and graph-
ics analysis. The aim of the translation of Braille texts is a
particular case of OCR named OBR (Optical Braille Rec-
ognition) [5] and the interactive recognition of graphical
shapes designed by means of a digital tablet, is a case of
graphical symbol recognition [3].

In the rest of the paper we further explain both applica-
tions and their technological basis. Section 2 presents the
Braille translator, Section 3 explains the application of
graphical shape recognition, and finally Section 4 is devoted
to the conclusions.

2 Translator from Braille to View
In this section we present the framework wherein the

application has been developed and some of the techno-
logical principles forming the basis of its construction.

2.1Purpose and Application Framework
Unlike the majority of other published systems which

use papers made by a Braille printer, the system presented
in this paper works with handwritten documents by means
of a Perkins typewriter, see Figure 1. Nowadays, a visually
impaired child who has not yet started to use a computer to
create his/her documents, uses this kind of typewriter. When
the child is integrated into a school where neither teachers
nor students are able to understand Braille, someone has to
translates these documents, in order for them to be shared
or evaluated. This task is done by assistant teachers who go
to the schools periodically. A simultaneous translation of
these papers allows the children to share them with their
environment in a more dynamil way. Their teachers can
correct their homework or exams in a more direct and agile
way, and they can give their marks at the same time as the
rest of the students. Their classmates can understand their
homework and this facilitates the integration of the child
with them. Finally their families can also follow up the
progress of their children as they can understand their home-
work. The system presents another more generic advantage,
the possibility to "photocopy" a Braille text. To duplicate a
Braille text means that it has to be reprinted with its relief

necessitating recognition of the original text and reprint it
with relief. Nowadays this process can only be done by
manually retyping the text, but with this system it is possi-
ble to scan, analyze and save the text in a digital format
without retyping it.

The system consists of a personal computer connected
to a scanner. Directly from the application it is possible to
scan a Braille document, recognize the Braille characters
and translate them. The Braille notation has different inter-
pretation styles. Thus it allows writing, apart from plain text,
music, chemical symbols, mathematical formulae, etc. Each
of these domains has its own symbols and placement rules,
and some common symbols that have different meanings
depending on the domain in which they appear. It allows a
code based in six dots to have a high representational power
(There is another codification based on eight dots which is
not considered in this paper). However, since the analyzed
documents are made by little children using a Perkins type-
writer, the possibility exists of having some imperfections
such as "deleted" points, i.e. points flattened that are not
"read" by the fingers but usually visible in the scanned im-
age, see Figure 2 b). It is also possible that a paper read (i.e.
touched) several times, can have some stains on it. Some-
times the sheets are taken out of the typewriter to be read
and then reintroduced to continue typing; this may result in
some misalignments in the characters and in their separa-
tion with the rest of the lines. Finally the pressure exerted
when the child is enthusiastically tapping the keys can cre-
ate some little holes in the Braille relief points, these holes
will appear as additional shadows in the image, see Figure
2a). As a result there are papers with different kinds of im-
perfections: stains that can be misunderstood with real
Braille points, "deleted" points that can appear as non-de-
leted points, double points produced by the holes in the
paper, misalignment of lines and rows, etc.

2.2OBR Technology
An OCR application is software that converts a digital

image of text, acquired by a scanner or digital camera, to a
text file that can be edited by a text editor [6] [7]. Nowa-
days there are a number of commercial OCR tools, some-
times distributed with scanners, which perform this func-
tion. OCR avoids the need to retype printed texts. From a
technological point of view, an OCR system consists of three
phases: low level process, segmentation/detection of the
document structure and character recognition or classifica-
tion. The low level process applies techniques of image
processing to enhance digital images acquired from paper
(using contrast enhancement, filters to delete shadows, stains
and different kinds of noise etc.). The segmentation proc-
ess separates and labels the components forming the physi-
cal structure of the document which are structured in a hier-
archical way as: paragraphs, lines, words and characters.
Finally, the recognition or classification step identifies, for
each image zone containing a character, which character it
is. The latter process compares a set of features extracted
from the image [8] with the models or patterns previously

Figure 3 : Structure of a Braille Character. a) Generator
Symbol, b) Letter “a”, c) Number “1”.
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learned that are stored in a reference database. From a sci-
entific point of view, optical character recognition is a ma-
ture problem. Nevertheless, there are still some open re-
search lines such as omnifont recognition, that is, OCR ca-
pable of recognising printed texts in any typography; or the
recognition of handwriting, called ICR (Intelligent Char-
acter Recognition). Optical Braille Recognition (OBR), is
a particular case of OCR. It has two main differences from
the classical OCR solutions. First the text is not printed, but
it is marked with relief dots that in terms of a visual proc-
ess, result in shadow dots. We have to take into account that
Braille documents are there to be touched and not seen. It
implies that the paper used can have some visual marks that

can increase the difficulty of the artificial vision process.
Examples of that are stains or characters or points deleted
resulting in false shadows. Secondly, the typography is not
formed by a set of symbols like letters or numbers, but the
characters are formed by a matrix of six points distributed
in three rows and two columns, or a sequence of them. This
matrix is the generator symbol, see Figure 3a). The codifi-
cation of each character is based upon which points are ac-
tive each time and in their context. For example, the sym-
bol used to indicate the letter a and the number 1, Figure
3b) and Figure 3c) respectively, is the same, but in the sec-
ond case there is a previous character indicating that the
following character has to be interpreted as a number. Ac-

Figure 4: Scanned Image of a Braille Document.

Figure 5: Extraction of Dots from the Original Image Appeared in Figure 4.
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a)  b)  

cording to this, to segment Braille characters means to find
and to group the points that are forming a character, which
will appear as little shadows due to their relief and the scan-
ner illumination. Once the Braille characters are segmented,
to interpret them involves firstly to classify them according
the active points they have, and then to analyze their con-
text to give them an interpretation.

There are several published papers concerning Braille
recognition, see [5]. The system presented in this paper has
the following steps:

a) Image scanning: The image is obtained by scan-
ning a sheet of paper with typed text in Braille with a stand-
ard flatbed scanner. The recommended scan resolution is
200 dpi, to have enough information for subsequent analy-
sis. Likewise, the pages are expected to be scanned in a
vertical position, although they can have a small deviation
of ±3 degrees due to manual placement. If the resolution is

not high enough there will be not enough information to
analyze the image, but if it is too high the image will be too
big. See Figure 4 as an example of scanned image.

b) Image filtering: The image of the scanned docu-
ment presents the Braille points as shadows but also some
marks as little holes, stains and other not desired marks. In
this process the extraneous marks are deleted as far as pos-
sible. At the end of the process a binary image is obtained
with two values representing the background and the dots
respectively. To obtain it some image filtering techniques
are used: first an adaptive binarization is done to classify
pixels as background or foreground (Braille dot). Then
pixels are grouped in connected components, using tech-
niques of mathematical morphology, and the area of each
region is computed. At the end, depending on their area the
regions are selected as possible Braille dots. Figure 5 shows
an example.

Figure 6: Groups of Dots Forming Characters Found in the Image of Figure 5.

Figure 7: Graphical Recognition System. a) Correct Answer, b) Wrong Answer.
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c) Extraction of the position of the characters: Once
the image is binarized and the pixels forming Braille points
are found, it is necessary to determine how these points are
placed in lines and rows, and then to group them following
the generator symbol shown in Figure 3a). Figure 6 shows
an example of groups of six position structures found in a
document. Generally speaking, the documents written in
Braille have predefined horizontal and vertical distances
among points belonging to the same character and also be-
tween two consecutive characters. These distances have been
selected to make documents in Braille more comfortable to
read. For that reason, if the scan process is always done
using the same resolution these distances can also be pre-
set. However, as the image shows the shadows of the points
and not the points themselves, there are some deformations
and variations in these parameters. Moreover some errors
may appear due to the gauge of the Perkins typewriter, and
the fact that people can introduce and extract the sheet of
paper from the typewriter may also generate distortions in
the alignment of the points.

Some of the techniques used in this step are: the Hough
transform [9] to find the alignment of points in the image,
and the analysis of the histogram of the map of distances
among points, to automatically compute the horizontal and
vertical distances among dots inside a character and between
two different characters.

d) Character recognition: Once the points have been
grouped into characters they are classified following the
position of these points. A lookup table with an entry for
each possible combination of points indicates is a valid codi-
fication and the valid possible interpretations according to
the different modes. Current possible modes are: text or
mathematics, Spanish or Catalan, capital or non capital let-

ters. In future versions new modes will be added, as other
languages, and other special languages as the musical or
chemical ones. The distinction among languages is neces-
sary for special characters as the ñ or the ç, and the ac-
cented or with dieresis vowels, etc. The special languages
such as mathematics, chemistry and music have special sym-
bols and combination of symbols with their own special
meanings, similar in concept to those shown in Figure 3b)
and Figure 3c).

e) Translation of the character sequence: Once the
possible translations of the Braille character found in the
image are obtained from the translation table, the correct
translation is selected following the active mode of the docu-
ment at that moment. There are some special characters that
represent an alteration in the mode. At the start we assume
non capital letters and a predefined language, for example
Spanish, and then when some special characters appear the
mode is changed to capital letters or cursive or mathemat-
ics and so on. The valid sequences of Braille characters that
can appear in a document are modeled by a grammar. In the
grammar the changes of modes are also modeled when cer-
tain special symbols or sequences of symbols are analyzed.
Following the grammar and taking into account the active
mode, the Braille character is analyzed using the transla-
tion table and the active mode, or changing the mode when
the character is the special one for that purpose. If a syntac-
tical error is found in the transcription, for example a miss-
ing parenthesis in a mathematical formula, it is possible to
give an error message and continue with the rest of the tran-
scription. This error tolerance is important, as the analyzed
documents are made by children and they can contain some
errors, but it is necessary to continue translation to allow
their teachers to make any corrections with the pupil present.

Figure 8: Presentation of Coordinates Introduced by means of a Digital Tablet,
the Extracted Segments and the Possible Models to Be Compared. The Selected
Model is Marked in Red Color.
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3 Sketch Understanding
In this section we describe the tool for understanding

sketched drawings, its applications and the pattern recogni-
tion techniques used in it.

3.1Purpose and Application Framework
Usually, visually impaired children use a plastic sheet

to make drawings so that the drawings can be seen but also
perceived by touching the relief. Also, computers can "see"
the drawings input by touching devices like a digital tablet
or a tablet PC. Our idea was to join both drawing modes by
adding a plastic sheet on the screen of a digital tablet. Thus,
while the strokes made by the user are digitally acquired by
the electronic device as a sequence of 2D coordinates, they
are also marked in relief in the sheet so can be touched by
the user.

Our system allows teachers to define new forms as ex-
ercises to practice with the sketching input possibilities.
These forms can be designed to interactively learn geomet-
ric shapes, graphical symbols and diagrams, letters, or any
other symbol consisting of strokes. In addition, our system
can be used to include diagrams in documents after clean-
ing up.  Forms have different zones with associated func-
tions. For example a zone can have a drawing and the asso-
ciated function of aligning the input strokes with the lines
of it. The aim would be to measure the ability of the user to
follow (redraw) the lines of a given drawing. In addition
this activity zone has two audio messages depending whether
the action is right or not.

Once the form has been designed, it can be printed with
a special printer that makes the reliefs of the Braille dots
and associates textures to colours. The form is printed on a
plastic sheet that is placed on the digitizing tablet during
the activity. Thus the child can "read" the instructions by
touching the relief and interact with the system by touching
the cells and getting audio feedback, or drawing with the
digital pen on the tablet by following the drawing, or copy-
ing it into another cell, etc.

The double system, relief plastic sheet and digital tab-
let, allows the visually impaired user first to touch the fig-
ure, and then to draw it with the digital pen. Digital strokes
are captured from the computer and interpreted and the com-
puter gives audio feedback accordingly. Thus, for example
the system compares the input figure with a database of
models like square, circles, animal silhouettes, capital let-
ters, etc.

The teacher, when designing the forms, can record au-
dio responses or visual ones like emoticons associated to
activity actions. Visual outputs allow the system to be used
by non-visually impaired or low vision users. An outline of
the system is shown in Figure 7. An interesting survey on
similar interfaces can be found in [10].

3. 2 A Framework Based on a Sketching Interface
The technological basis of our system is the recognition

of graphical symbols. It can be defined as the identification
and interpretation of visual shapes depending on the do-

main. It means that the same symbol can have different
meanings depending on the context in which it appears.
According to the input mode, we can classify the recogni-
tion of graphical symbols in two categories, namely off-
line or static recognition, and on-line or dynamic recogni-
tion. The former uses a scanned document and only works
with the spatial information of the image strokes. The latter
interactively obtains the document, using an input device
as a digitizing tablet or Tablet PC, so it additionally has
dynamic information of the temporal sequence of strokes,
speed, pressure, etc. Our work is based on on-line recogni-
tion of hand drawn graphical symbols by a digitizing tablet.
Such type of man-machine interfaces are called sketching
(or calligraphic) interfaces.

Related works can be read in [11] [12]. On-line recog-
nition consists of three steps: acquisition, primitive recog-
nition and interpretation. The acquisition step consists of
extracting the strokes from the graphic device and encod-
ing them as a sequence of coordinates or lines approximat-
ing the input as well as dynamic information such as speed,
pressure, etc. Primitive recognition consists of associating
the strokes with basic graphic structures as polylines, cir-
cumference arcs, basic geometric shapes, etc. Finally the
interpretation step aims to associate a semantic meaning to
the graphical structure consisting of basic primitives. This
step requires the use of semantic knowledge of the working
domain. Let us further describe these steps in our system.

a) Acquisition of drawing strokes: when the user
draws on the digitizing tablet, the electronics of it convert
the input to a sequence of coordinates that are sent to the
computer. Thus, each stroke of the drawing is encoded as a
sequence of coordinates, see Figure 8. Taking as curves such
sequences of coordinates, singular points as maximum cur-
vature points, crossings, end points, etc. are detected. It al-
lows conversion of  the strokes in sequences of segments as
Figure 8 illustrates.

b) Primitive recognition: The extracted segments are
grouped into primitives. These primitives depend on the
application domain. For example, in flowchart diagrams
primitives can be squares, circles, arrows, etc.  In our case,
the alphabet of primitives consists of the valid shapes as
squares, diamonds, circumferences, etc. In the example
shown in Figure 8 the detected primitive is an open polyline
identified as a square

c) Interpretation: The last step is the validation of the
drawing after comparing it with possible models. For ex-
ample, in the case of forms requesting a particular drawing,
the input is compared with the ideal pattern with a distor-
tion tolerance allowed for due to the hand drawn input, and
an acceptance decision is made. In Figure 8 we show a shape
that was drawn and recognized as square, and the corre-
sponding model of Figure 7a). On the contrary in Figure
7b), we can see another square but with a high degree of
distortion regarding the model and that has been rejected.
In freehand drawings, each input shape is compared with
all the models in the database and is recognized as the model
with minimum distance, under a given threshold. The mod-
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els are generated using a set of examples that allows defini-
tion of the primitives and topological relations among them.
The comparison between shapes is formulated in terms of
both shape and topological relation similarities.

4 Conclusions
This paper presents two systems based in Computer Vi-

sion that are used for the learning activities of visually im-
paired children. The first one uses OBR techniques to trans-
late Braille documents and integrates a module of speech
synthesis to be able to communicate with the child. This
system helps the integration of the child in a school. The
second applies graphical symbol recognition techniques in
a tool that allows the child to learn graphical shapes in an
autonomous way. Both systems have additional benefits.
The first one allows to "photocopy" the Braille texts that
are only in a sheet of paper, while the second one allows the
reshaping of hand drawn designs to render them suitable
for introduction into documents. Nowadays both systems
are in a developing phase after the creation of a first proto-
type.
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1 Introduction
Learners with visual impairment need to acquire basic

competencies in the communication and information soci-
ety [1] and enjoy the same learning opportunities in ICT as
their sighted counterparts.

Sighted children observe, imitate, and are constantly
surrounded by technology. They press buttons, touch com-
puters and “play” on them whenever they are allowed to.
However, visually impaired children need help and support
at this initial stage. They require existing resources to be
adapted to their needs and presented to them by others.

Technology and Education in the Field of Visual Impairment
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impaired learners with a view to ensuring that they achieve the maximum degree of independence in society. We start by
looking at the present situation, mentioning the tools used (hardware and software) and the working methodology from
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consider how the design of assistive tools in accordance with accessibility guidelines can help the visually  impaired.
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Thus it is difficult for visually impaired learners to ac-
cess technology at an early age. As professionals we need
to be creative, innovative, and find alternative ways for
these children to access computers in these early stages.

We will divide our approach into two stages: from early
childhood up until 7 or 8 years old we will use "guided
applications" (applications that can be used without a screen
reader), and from 8 years old on, "unguided applications"
(applications that require screen reading software and/or
hardware).

2 Working Methodology and Basic Resources in
the First Stage

When visually impaired children reach school age at the
age of three, they attend a regular school where their spe-
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Dance mat and/or joystick. 
Pen tablet and Tablet PC. 
Touch screen. 
Digital projector and interactive whiteboard. 
QWERTY keyboard (basic keys: enter, cursor arrows, spacebar, etc.). 

cial training is provided by their classroom teachers and
support teachers from ONCE. Every so often they attend
ONCE’s Educational Resource Centre in Catalunya where
they receive special training in a number of subjects, in-
cluding assistive and adaptive technology for the visually
impaired.

The selection of the appropriate resource for a blind
learner or one with low vision depends on many variables
at the same time: the learner’s maturation process, their
learning capacity, when ICT is first introduced, the priority
given to learning Braille, and other aspects. Teachers must
bear in mind and take advantage of the recreational and moti-
vational value of ICT, the children’s integration with their class-
mates, and the opportunity to reinforce learning with play.

We go on to show how we introduce peripherals and
software, based on our experience at the Resource Centre
and at regular schools.

2.1Tools
The tools selected (see Figure 1) are basically the fol-

lowing:
� Dance mat or dance pad.

A dance mat is a game device that works like a joystick
which allows little ones to access computers as it can be
operated with either the feet, the hands, or any part of the
body. This device, used in conjunction with open educa-
tional software for creating stimulus-action-reaction activi-
ties, enables visually impaired learners to access computers
and play.

Objects and different textures can be placed on the sur-
face of the mat to encourage visually impaired children to
explore and investigate the play area which emits an audio
response whenever an object is touched. We use this game
to work on concepts of action-reaction, spatial orientation,
motivation, and educational concepts such as children’s
songs, animal noises, colours, etc. [2][3].
� Pen tablet and Tablet PC.
The pen tablet is a communication peripheral which re-

places the keyboard and allows embossed overlays to be
placed over its surface in order to provide a schematic rep-
resentation of what is on the screen. The visually impaired
learner operates the application’s controls by moving an
optical pen over the area represented by the embossed over-
lay and so is able to interact with the computer.

Figure 1: Tools Selected for the First Stage.
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The pen tablet allows users to work with any software –
Internet games, PowerPoint presentations, educational
games – provided that these applications meet two require-
ments: they must be guided applications (i.e. they must be
equipped with sound to guide the learner), and the screens
used in the activity must not change too often. An example
of these activities can be seen in [4].

To find out about making and adapting the overlays, see
the guide in [5].

Tablet PC enables learners with low vision to work with
an application using an optical pen instead of mouse. Win-
dows Journal provides an easy way for pupils to start learn-
ing reading and writing skills by transforming the informa-
tion directly to a word processing program.
� Touch screen.
This peripheral is an indispensable ally for learners with

very low vision as it provides computer access to learners
who cannot yet control a mouse. The hand is a direct pro-
longation of what they see with their eyes and they don’t
need to perform the necessary hand-eye coordination via
any intermediary device.
� Digital projector and interactive whiteboard.
The digital projector is a basic tool in a visual stimula-

tion room. It allows us to project the image of a computer
screen wherever and as large as we want. This tool, used in
an appropriate working environment with dim lighting and
sound  etc. and with appropriate visual stimulation software,
allows professionals working with learners with low vision
to evaluate the visual acuity of their charges and conduct
visual training exercises.

Examples include the EVO program (Estimulación
Visual por Ordenador or Computer Generated Visual Stimu-
lation) [6] and EFIVIS.
� QWERTY keyboard.
From 7-8 years old, learning the QWERTY keyboard is

fundamental to accessing computers and their applications.
This learning process is structured in stages. First the basic
keys are introduced (cursor arrows, enter, spacebar) by
means of interactive games such as stories (Sleeping Beauty,
Little Red Riding Hood, etc.) [7]. Next the numeric key-
board is introduced, using talking calculator software or
specific games, for example. Finally, the whole keyboard is

learned using traditional typing instruction methods (for
example, learners with low vision can use Teclado 2.0 soft-
ware which lets you alter letter fonts and background col-
ours, and blind learners can use word processing and a screen
reader, or ONCE’s DIO interactive typing program). Strat-
egy and skill games that are controlled by the keyboard may
also be used [7].

3 Working Methodology and Basic Resources in
the Second Stage

In the second stage, once learners with visual impair-
ment have learned how to use the QWERTY keyboard, they
can go on to use most of the applications included in the
curriculum. Some specialized applications are now intro-
duced (the JAWS screen reader and screen magnifiers), and
the use of standard (computer, laptop) and special (braille
display) devices.

Below we show how we introduce peripherals and soft-
ware based on our experience at the Resource Centre and at
regular schools.

3.1Tools
The tools selected (see Figure 2) are basically the fol-

lowing:
� Laptop.
Once the learner has learned how to use the QWERTY

keyboard, we introduce the use of the laptop in the class-
room as a tool that provides access to information and the
day-to-day work in an effective and independent manner.
For blind learners we use laptops with the JAWS screen
reader, and for learners with low vision we use laptops with
screen magnifiers.
� JAWS screen reader.
This program captures information from the computer

and delivers it to the user as voice and/or braille output.
� Zoomtext or Magic screen magnifiers.
These magnify the characters and enable the colours to

be configured according to the needs of low vision users.
� Braille display.
This is a device that is connected to a computer and con-

verts the information on the  screen, line by line, into braille
for blind users.

At [8] interested readers can obtain further information
and download demos of the abovementioned programs.

3.2 Working Methodology
Since learners with low vision generally have no diffi-

culty following the set curriculum in spite of having to use
a screen magnifier, our working methodology will concen-
trate on blind learners.

It is important to bear in mind that, while the tools we
use are fairly standard, the way we teach them is necessar-
ily special, since the graphical environment provided by the
Windows operating system, and practically all applications,
enable most normally sighted people to use them in an al-
most intuitive manner whereas the visually impaired, and
especially the totally blind, find them difficult to use.

Computer 
Tablet PC (low vision) 
Laptop 
Braille display 

Figure 2: Tools Selected for the Second Stage
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Specialist teachers in visual impairment use special
methods to teach these applications, so that children can
learn use them without assistance in the shortest time possi-
ble. Among the skills learned are familiarity with the screen,
use of hotkeys only when the application is to be used con-
tinuously, navigation using an application’s toolbars, use
of the computer and of the application’s functions solely
via the keyboard, etc.

Although hotkeys allow users to navigate faster, it is
advisable to teach learners how to access an application’s
tools and functions via the toolbar. It is better if learners do
not memorize the hotkeys for a particular application but
rather come to think of navigating through menus as the
norm, as this will help them be more independent when using
a variety of applications.

Thus, our work focuses on three fundamental aspects:
1. Direct intervention to show learners how to use the

computer in day-to-day classroom work, and to show them
the usefulness of the computer in daily life.

2. To identify any resources that might be of use to
achieve the first objective mentioned in point 1 above.

3. To draw up a basic plan that can be adapted to the
needs of each individual learner.

The work schedule employed up until now covers the
following topics:
� Basic concepts of the Windows Operating System.
� Microsoft Word or whichever word processing pro-

gram is applicable.
� Dictionaries and encyclopaedias: Microsoft Encarta.
� Internet navigation: browsing, search engines

(Google), information search and  transfer to a word proc-
essor, etc.
� Email via a web page, creation of an address using

servers such as Yahoo or Hotmail, Microsoft Outlook.
� Microsoft Excel spreadsheet: workbooks, simple

formulae, graphs, combination with other Office applica-
tions.
� Microsoft Access database management: creation and

management of tables, queries, reports, etc.
� Business management applications: Facturaplus,

Contaplus, etc. Blind learners are taught strategies for us-
ing these applications with a screen reader.
� Graphic design applications are used by learners with

low vision in conjunction with a screen magnifier. Blind
learners do not have access to these graphical applications.

4 Main Challenges in the Future
The main challenges we face in the future are as fol-

lows:
� Use of standard tools versus specialized tools
Specialized tools are necessary in many areas but in

education most of the professionals at the Educational Re-
source Centre favour the use of standard tools that are al-
ready equipped with the necessary accessibility features,
for the following reasons:

- In the case of blind learners who write in braille, the
laptop facilitates the exchange of material with teachers and

classmates. It enables work to be corrected immediately and
encourages classroom teachers to have a more active atti-
tude towards learners. Standard tools are integrative.

- The price of standard tools and applications tends to
be lower than specialized tools given that they are aimed at
a larger market.

- The teachers at regular schools are familiar with stand-
ard tools, which makes it easier for them to help when a
learner gets into technical difficulties.

- New versions of standard applications are released
more often than specialized tools since specialized tools
ultimately depend on innovations introduced in standard
tools.

- Notwithstanding this preference for standard tools, they
cannot always be used by visually impaired learners since
they may not have the required accessibility features: voice
synthesis, screen magnifiers, virtual keyboard, configurable
colour, font, and size of characters, etc. Ideally, designers
of new tools would follow universal design criteria and then
we would not have to be thinking about specialized appli-
cations to make those new tools “accessible”.
� Lack of accessibility and usability of the applica-

tions and portals used in education.
We live in a technological world in which visual aes-

thetics are all important. The appearance of new applica-
tions, educational portals, thematic search engines, etc. are
opening up an increasing number of possibilities and teach-
ers are including these tools in their classes to an ever grow-
ing extent.

The Internet has made it possible for the visually im-
paired to perform a great many activities independently
which previously required the help of others (parents, teach-
ers, co-workers or classmates): educational activities (online
dictionaries and translators, museums, etc.), work-related
tasks, leisure (online shopping, reading the newspaper, chat-
ting, online banking, etc.)

However, none of this is possible if web pages are not
accessible. It is necessary for web page developers to fol-
low accessibility criteria and use all the available accessi-
bility tools in their design programs (for example, the ac-
cessibility features of Macromedia Flash) so that visually
impaired learners are not excluded from the technological
society in which live and to prevent the “digital divide” from
widening.

It is not enough merely to meet internationally recog-
nized criteria in this respect, such as the WAI guidelines
developed by the W3C Consortium [9]; usability criteria
also need to be adopted and recommendations such as those
described in [10] need to be followed. 
� Educational digital content and widespread use

of the Internet.
It would appear that the future trend in the field of edu-

cation will be the ever-increasing use of digital content in
classrooms and the widespread use of the Internet. This
means that visually impaired learners must have unimpeded
access to these materials if they are not to be left behind by
the education system.
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Consequently, these materials must not only be accessi-
ble via a screen reader but must also meet usability criteria.
For this reason ONCE’s Education Department has devel-
oped a set of guidelines with the aim of ensuring that visu-
ally impaired users have access to digital content [10].

Generally speaking, following these guidelines neither
involves a greater programming effort nor any additional
cost.

Some of the most common examples of inaccessible
pages that blind people come across when using the Internet
with their screen reader, and which the abovementioned  set
of guidelines aims to address, are:

- Images without alternative text.
- Videos without a text or audio description.
- Forms that cannot be navigated logically using the tab

key.
- Browsers which do not support all keyboard commands.
- Non-standard document formats that cause problems

for screen readers.
Introduction of other operating systems and ap-

plications (Linux, OpenOffice, etc.).
Almost since the very birth of computing there has been

constant research into how  to provide visually impaired
users with access to computers, to the point that nowadays
any blind or partially sighted person is able to use a compu-
ter without help from others. This has been achieved mainly
due to the widespread use of the Windows Operating Sys-
tem and its office productivity suite, Microsoft Office, which
is accessible to screen readers and magnifiers.

With the appearance of other operating systems and new
applications that do not follow Microsoft Windows stand-
ards, we are faced with the problem that, as yet,  there is no
tool powerful enough to achieve the levels of accessibility,
independence, and control provided by the JAWS screen
reader or the Zoomtext magnifier, both of which work only
with Microsoft Windows. While other accessibility tools
do exist (the Orca screen reader, magnifier, etc.) these de-
vices are still a long way from providing the levels of ac-
cessibility achieved within Windows environments.

Research into computer applications for use in
the fields of mathematics, music, physics, chemistry, etc.

Although there are some editors for mathematics
(Lambda[11], Latex, Excel), music (BME [12] ), physics
and chemistry (Latex [13]) which can be used with screen
readers, some of them are still at an experimental stage and
they are not yet available to blind learners in the classroom.
This means that learners cannot use computers in these sub-
jects and are obliged to use the Perkins Brailler as a means
to write.

5 Conclusions
Through our designs and our technical and digital de-

velopments, all we professionals and designers should be
doing all we can to help young, visually impaired learners
to have access to technology by creating whatever adapta-
tions those learners may require before they move on to the
use of standard technology. As part of its standard specifi-

cation this standard technology should include universal
accessibility features which not only provide computer ac-
cess to the visually impaired but also to other large sectors
of society (the elderly, etc.).

Translation by Steve Turpin
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1  Introduction
Web accessibility can be defined as the fact that anyone

using any kind of Web browsing technology must be able to
visit any site and get a full and complete understanding of
the information contained there, as well as have the full
and complete ability to interact with the site [1].

Accessibility can be analysed from different points of
view, such as normative, legislative and technological. From
a legislative viewpoint, the USA led the way in 1998 with a
law that requires public sites to be accessible. Europe is
now gradually adapting its legislation.

The legislative context is essential but insufficient. It is
necessary to rely on normative guidelines that help us to
overcome existing obstacles. There are three main barriers
for the visually impaired user: hardware, software and the
information itself [2]. In this sense, various guidelines exist
on designing accessible hardware, browsers and content.
The Web Content Accessibility Guidelines, WCAG <http:/
/www.w3.org/TR/WCAG20/>, specify in detail how to
make information accessible.

From the technological point of view, there are several
tools; some of these are intended for users and others for
designers; some are aimed at overcoming hardware barri-
ers and others are designed to overcome software or con-
tent barriers. This technological disparity, variety of manu-
facturers and lack of an integrated tool hinders real accessi-
bility. It was precisely this situation that led to the creation
of SAW, a System for Accessibility to the Web that takes
into account the end user as well as the designer. SAW com-

SAW: a Set of Integrated Tools for Making
the Web Accessible to Visually Impaired Users

Fernando Sánchez-Figueroa, Adolfo Lozano-Tello, Julia González-Rodríguez, Mercedes Macías-García
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bines different tools in order to overcome the three main
barriers to accessibility: hardware, browser and content.

2  The SAW Project
SAW1 , System of Accessibility to the Web, is an ontol-

ogy-based group of software components that aim to make
the Web accessible. The system also incorporates a special
mouse that allows blind users to surf the net. The relation-
ships between these elements are shown in Figure 1.

The ontoSAW ontology represents the attributes and re-

1 This work has been carried out under projects TIN2005-
09405-C02-02, 3PR05A016, PDT006A042 and
PDT006A045.
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Figure 1: SAW Components and Relationships.

lationships between Web page components, including ac-
cessibility properties, according to the normative WAI guide-
lines. This representational framework is used by the SAW
software modules as a common outline to identify the char-
acteristics of the different Web elements. One of these ele-
ments is the Web page editor editSAW, which allows the
designer to carry out semantic annotations within HTML
code, adding special accessibility elements. These annota-
tions together with the outline defined in ontoSAW are used
by the naviSAW browser to display information to the user.
The toolset also contains a speech synthesizer, voice recog-
nition software and mouseSAW, a special mouse with Braille
cells. Each component of the SAW architecture is detailed
in the following sections.

3  Using an Ontology to Identify Accessible Web
Elements

One of the contributions of SAW is the fact that it iden-
tifies the attributes of Web page elements relating to Web
accessibility and represents them in an ontology [3] named
ontoSAW. In order to build ontoSAW, a detailed study of
the W3C specifications was carried out. OntoSAW contains
the basic structural elements that may appear on pages writ-
ten in HTML and Extended HTML (XHTML), such as para-
graphs, images, tables, links, objects, etc. OntoSAW also
takes into account the WAI’s recommendations that deter-
mine the attributes of these elements to make them accessi-
ble on the Web. Moreover, ontoSAW incorporates additional
attributes that enable naviSAW to offer blind people some

< table   
    OntoSAW:resume=“Price table of MP3 player” 
    OntoSAW:rows=3  ontoSAW:columns=3 
    OntoSAW:braille=“http://quercusseg.unex.es/MP3player/table567/fictable567.bra” 
    OntoSAW:voice=“http://quercusseg.unex.es/MP3player/tabla567/fictable567.wav” 
    width="100%" height="114" border="0"> 
  <tr> <td>Product</td> <td>Price</td> <td>Currency</td> </tr> 
  <tr> <td>Player P1</td> <td>43</td> <td>Euro</td> </tr> 
  <tr> <td>Player P2</td> <td>68</td> <td>Euro</td> </tr> 
</table> 

Figure 2: Simple Example of Annotated HTML Page.
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special perceptual possibilities, such as linking each Web
page element to a voice file or Braille file that describes the
content or functionality of these elements.

4 EditSAW: Accessibility Editor for Web pages
One contribution of the SAW project is the transforma-

tion of existing Web pages into accessible Web pages by
using the software tool editSAW, which is based on the
ontoSAW specifications. In order to do this, it adds seman-
tic annotations [4] to the elements that appear on existing
Web pages to be interpreted by naviSAW.

EditSAW can be used not only to identify which ele-
ments of the Web page lack accessibility, but also to permit
the designer to modify these elements to incorporate at-
tributes that will make the page fully accessible. It provides
added value by allowing the incorporation of other charac-
teristics that improve the perception of these page elements
by blind users (voice files, etc).

Figure 2 shows an example of an element type Table,
into which the attributes ontoSAW:resume, ontoSAW:rows,
ontoSAW:columns, ontoSAW:Braille and ontoSAW:voice,
with their corresponding values, have been incorporated.

In order to make a Web page accessible, editSAW first
connects to the ontology via the Internet. If the ontology
has incorporated new elements and attributes according to
the latest W3C or WAI recommendations, these new char-
acteristics will therefore be considered dynamically by
editSAW. After identifying the URL Web page that the de-
signer wants to use, its content will be analysed and the
elements which are not accessible will be displayed (in Fig-
ure 3, these are shown with a circled icon). The designer
will be able to modify the attributes of these and other ele-
ments simply by selecting the appropriate icon and enter-
ing values for the corresponding attributes. Once no more
circled icons remain (that is, all Web page elements have
their attributes with appropriate values for accessibility),

Figure 3: Editing Accessibility with EditSAW.

Figure 4:  MouseSAW and Close-up of its Pin Cells.
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the new accessible page can be saved.
To sum up, editSAW modifies the HTML code of origi-

nal Web pages, incorporating labels that make elements ac-
cessible and others that will help naviSAW to provide added
accessibility options. These special annotations that
editSAW carries out form perfectly valid pages. Standard
browsers (Mozilla and Explorer) ignore these labels al-
though they show all the other attributes of the elements in
a conventional way. However, naviSAW will use these an-
notations to offer improved accessibility to impaired users,
as described in Section 6.

5 The Braille Mouse: MouseSAW
Visually impaired users have the ability to overlap dif-

ferent conceptual maps. mouseSAW uses this ability to
manage the browser as well as the contents represented
within it [5].

The mouse is shown in Figure 4. The main ideas have
been extracted from the VTMouse [6]. It was originally
designed for computer games, but has been configured and
programmed in our laboratory to represent useful informa-
tion in a haptic manner.

This mouse behaves in the same way as a conventional
mouse, but two cells of pins have been added. One of the
cells informs the user which panel is currently active. The
other one represents the element beneath the mouse pointer
(a table, an image, etc).

6 The Multimodal Browser: NaviSAW
NaviSAW is a multimodal browser that allows users to

access Web pages using different modes: visual, auditory
and tactile. All these modes are optional and compatible
with each other. The browser assists in selective surfing
based on the class of elements stored on a Web page, ac-
cording to the previous classification made in ontoSAW.

Figure 5 shows the normal appearance of a Web page in
a conventional browser and the final result, after being trans-

formed and displayed in naviSAW. Each element of the
original page is defined with an icon on the transformed
page. Take the Web page logo, for example.

Originally, it was positioned in the top left hand corner.
This element is classified as an “image” and transformed
into a specific icon. It maintains its original position, the
top left hand corner, on the transformed page. Another ex-
ample is the page menu, a list of links. This menu has been
transformed into a “list”. In this case, the element contains
other elements, the links. We can access these items using
the “expand” action defined for this type of element in
ontoSAW.

The naviSAW interface is divided into four panels, with
movement being restricted within each panel. If the user
wants to change the active panel, he has to use a combina-
tion of keys or, alternatively, a voice command if the speech
synthesizer has been activated. Each panel has different
functionality; some of the panels are explained below:
� Navigation panel. This contains the URL, "back",

"go to", "refresh", "stop" and "home" buttons, and also the
browser add-ons, such as the speech synthesizer, voice rec-
ognition software and mailSAW, which is used for reading
mail.
� Selective navigation panel (on the left of the screen).

This contains a button for each type of Web page element.
The element types are defined in the ontoSAW ontology.
When one of the buttons is pressed, a filter is activated over
the content of the page displayed.
� Visualization panel (in the centre of the screen). The

Web page is represented in this panel. Each element of the
original Web page is represented as an icon. This icon stores
its position on the page in terms of rows and columns.
mouseSAW can surf through these elements, obtaining hap-
tic information from them. When the mouse pointer is posi-
tioned over an element, a contextual menu appears. This
menu, called the “accessibility menu”, could be read out by
the speech synthesizer. Its content is dynamically obtained

Figure 5:  a) Web Page of a Digital Newspaper in a Conventional Browser. b) The same Page in NaviSAW.
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from ontoSAW. The user can select an item by using the
mouse or his voice.
� Voice shortcuts panel. Using editSAW, the designer

can associate spoken words with the activatable elements
on a Web page (buttons, links, urls, etc.). An activatable
element is one that can be accessed via its term by using
the voice recognition software.

7 Conclusions and Future Work
In this paper a System for the Accessibility to the Web

(SAW) for visually impaired people has been introduced.
The following goals have been achieved: a) the elements
and accessibility attributes that can appear on a Web page
have been represented in an ontology; b) based on this on-
tology, we have developed editSAW, an editor able to make
semantic annotations in order to associate accessibility at-
tributes to elements of Web pages; c) we have also devel-
oped naviSAW, a navigator able to obtain and interpret the
semantic annotations of Web pages so as to provide this
information in a multimodal manner. The navigator uses a
speech synthesizer, voice recognition software and
mouseSAW, a special mouse with tactile cells. Other hard-
ware devices such as Braille lines can be easily integrated.

The prototype has just been completed and is now be-
ing tested. Our current work is focused on migrating this
prototype to a mobile environment. The objective is to al-
low visually impaired users to surf the Web from a PDA or
mobile phone, based on the same architecture as that used
in SAW.
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1 Introduction
As things stand today, the needs of people with disabili-

ties are not taken into account by software and website de-
velopers. This makes it really difficult for these people to
integrate into the job market and to access all the informa-
tion available on the Web. The way software and websites
are designed today, much of the great potential afforded by
the Web as an instrument of integration and standardization
is lost. The Automatic Conversion Tool for an Accessible
Web (ACTAW) offers a new approach to the problem of
Web accessibility and tries to make the largest possible
number of Web pages accessible to users with disabilities.

A set of standards to ensure the correct development of
all the elements involved in Web browsing does exist. These
standards have been drawn up by the World Accessibility
Initiative (WAI) [2] which forms part of the World Wide
Web Consortium (W3C) [1]. In this article we will focus on
Web Content Accessibility Guidelines 1.0 (WCAG) [3]
which provides guidelines to follow for accessible website
design and implementation. This set of standards defines a
number of points to which website developers should pay
special attention to ensure that their websites’ content is
accessible to everyone.

The W3C is an organization whose mission is to lead
the Web to its full potential. This organization draws up
standards for the various technologies used in the Web. In
particular, it specifies the grammar of HTML, the most com-
monly used language on the Web. This grammar is the ba-
sic standard for this language, although it is rarely used prop-
erly. This makes it even more difficult to achieve Web ac-
cessibility, since if Web designers are not capable of fol-
lowing the basic rules of the language they use, they are
unlikely to follow recommendations to make their designs
accessible.

Meanwhile, it is often the case that websites are designed
with specific browsers in mind which may not implement
HTML grammar properly [5]. This situation means that the
presentation of a website may vary greatly depending on
the browser used.

Automatic Adaptation to the WAI Standard
Juan Manuel Fernández-Ramírez, Vicenç Soler-Ruiz, Jordi Roig de Zárate

Today it is hard to find a website that meets World Wide Web Consortium (W3C) standards. These standards are intended
to help users access all the information available on the website in a user-friendly manner. It is even harder to find sites
that meet the standards for people with disabilities. These standards, published by the Web Accessibility Initiative (WAI),
improve access to the information in a website for those with disabilities and also for those without. In an attempt to
change this situation, we have created the Automatic Conversion Tool for an Accessible Web (ACTAW), a tool which
automatically adapts Web pages to WAI standards.

The infrequent use of proper HTML grammar is to a
large extent due to this habit of designing websites for a
particular browser, since Web pages so created are only
checked with that browser and are not checked with the
W3C validation system [4]. Add to this the fact that today’s
Web editors and browsers add their own tags and attributes
and it is easy to see how when we try to include another
feature, such as accessibility, proper website development
becomes a very complicated proposition.

The application presented in this article attempts to solve
this problem by analysing and modifying a website’s
XHTML/HTML code so that it meets the WAI standard. It
also analyses the presentation of the Web page, i.e. the vari-
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ous style files (CSS), to adapt those files to the standard as
well.

By analysing and modifying the website we can adapt it
not only to the WAI standard but also to HTML grammar.
In this way we help improve Web browsing for people with
or without disabilities since the content will be available in
a more user-friendly manner.

2 Structure and Analysis of a Website

2.1HTML Grammar
An HTML document is organized as a tree structure in

which each tag has a parent tag and may have an indetermi-
nate number of children tags. There are cases where this
does not occur, such as when an image is included in the
document. This tree structure makes for quick and easy rep-
resentation.

In addition to tags there are various attributes which al-
low different aspects of the tag to which they belong to be
altered or defined. The combination of tags and attributes
allows for a wide range of possibilities, and provide us with
a complete and, occasionally, complex language.

2.2Cascade Style Sheet
The style of a Web page should not be marked up using

HTML. This language is for creating the structure and con-
tent of the website but not for styling it. For this purpose we
have CSS, which allows us to separate presentation from
content. This separation is necessary if we bear in mind that
in many cases the style will not be rendered or may prevent
access to the information contained in the website.

2.3 Use of CSS and HTML
The proper use of CSS and HTML allows browsers to

adapt the style to meet their needs or ignore it completely
without losing the content of the website. Also, structuring
a website in this way allows the developer to work faster
and with greater ease. The designer can modify the content
of an HTML document without altering the way it is dis-
played, or can change the style of an entire website solely
by correcting a CSS file.

The way CSS and HTML are used nowadays is far from
correct, as in many cases the style is defined using HTML,
which prevents it from being subsequently eliminated or
altered by the user. In other cases we find CSS styles em-
bedded in HTML documents. And finally, there is one situ-
ation which makes for a high degree of inaccessibility; the
combined use of CSS and HTML to set the desired style. In
this case if we replace the original CSS original with one
created specially by a disabled end user, the style set with
HTML will interact with the user’s style and prevent it from
displaying the information the way the user needs in order
to access it.

An HTML document is organized as a tree structure and
contains a number of elements that are defined in the gram-
mar, and therefore we might say that these are “known”
elements. The reality, however, is different. 95% of all pages
on the Web [6] are not able to pass the W3C HTML valida-
tion test. This means that the proper analysis of an HTML
document depends on more than just the grammar.

2.4. How ACTAW Works
First and foremost, ACTAW takes a an HTML docu-

ment and the files associated with the target Web page and
creates an accessible HTML document with properly modi-
fied CSS files. It will also create CSS files in which the
colours contrast properly while being as faithful as possi-
ble to the original style. Thus we make it possible for the
Web page to be visited either with the original style or with
a high contrast style.

As we commented earlier, the analysis of a document
does not only depend on the grammar defined by the W3C,
so any attempt to analyse a document based on this gram-
mar would be fruitless since a large number of Web pages
cannot be analysed in this way. This requires us to look for
some element that is common to all Web pages and which
will enable us to analyse them.

The answer is to analyse the document’s tags and at-
tributes. These elements must be present as they are respon-
sible for delivering the information to the user. Although
some tags and attributes are not specified in the grammar,
these are in a minority and their use is relatively easy to
work around. However, if the elements of an HTML docu-
ment are not properly structured and there are structure-
related implementation errors, it is really complex job to
implement an analyser

So, ACTAW implements an HTML analyser that is not
based on HTML’s grammar structure but rather on the docu-
ment’s tags and their attributes. Thus, we can create a tree
with the content of the HTML document. Each node will
correspond to a tag with its attributes, irrespective of whether
it is in the right place or whether it is defined properly. In
the code below we can see an example.

<HTML>
<BODY>
<B>Hello<U> World<I> !!!</H1></U>
This text is also in italic type.Figure  1: Diagram Showing how ACTAW Works.
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</BODY>
</HTML>

This code would generate a tree like the one shown in
Figure 2. When the document is reconstructed the applica-
tion generates a properly designed document:

<HTML>
<BODY>
<B>Hello<U> World<I> !!!</I></U>
<I>This text is also in italic type.</I></B>
</BODY>
</HTML>

If we come across a tag that is not specified in the stand-

ard, we cannot process it to adapt it to the standard as there
will be no recommendations for it, but neither can we elimi-
nate it, as we would also be eliminating information for the
end user. In this case the tag or attribute is treated as un-
known and is added to the set of known tags while we run
the application. This enables us to treat any other appear-
ances of this unknown element as a known element but one
which cannot subsequently be processed.

As we have seen, we are not affected by the correctness
of the document we are processing. This allows us to sig-
nificantly broaden the application’s scope of action, which
is one of the strengths of this application. The HTML docu-
ment analyser is capable of processing documents even if

Figure 2: Tree Created for the above Example.

Figure 3:  Original Web Page.
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they do not follow the grammar rules. Given the huge
number of improperly designed Web pages there are, this
makes the analyser a highly versatile tool.

To improve the resulting code, situations that, while not
incorrect, are not recommended are replaced. This is done
by unifying criteria to specify colours, converting all defi-
nitions to a  hexadecimal format instead of using a decimal
format or the name of the colour. A large number of special
characters are replaced by their equivalent HTML charac-
ter so that they can be seen correctly using any browser. An
example is the carácter 'ñ' which would be replaced by the
identifier "&ntilde".

The analysis of cascading styles is similar to that of
HTML. A CSS document is analysed without any defined
element other than the basic style definition structure. All
the information is stored separately; i.e. multiple definitions
are broken down into simple definitions. By applying the
WAI standard we can modify, in a totally independent man-
ner, the various elements that initially were the same, and
so adapt the solution to each specific case.

3. Application of WAI Standards: Proposed So-
lutions

We have analysed the various possible situations and
how they match up against the guidelines proposed by
WCAG, and we have applied the WCAG recommendations.
It should be noted that the WAI standard is intended for
website developers who know the semantic meaning of the
content of a given HTML document; that is to say, people
who are able to provide information not described by HTML
tags, such as the meaning of an image. This makes the ap-
plication of standards a truly arduous and complicated task.
Some of the guidelines cannot be implemented a posteriori
without knowledge of the Web page’s content of the page

and its meaning. To obtain this information we need to per-
form a semantic analysis of the content of the page, which
is a time-consuming process. Work is currently underway
on possible solutions to this problem which may, in the fu-
ture, deliver improvements to the application and Web ac-
cessibility in general.

We go on to comment on a number of solutions proposed
by some of the guidelines. To comment on all existing propos-
als and guidelines would be an overly lengthy and tedious task,
so we have limited are comments to the guidelines we think
will be of the most interest to our readers.

Guideline 1: Provide equivalent alternatives to au-
ditory and visual content

Elements affected by this guideline are images, image
maps, and embedded objects. Alternative texts are provided
for these elements with all the information that can be ob-

Figure 4: Web Page Processed by ACTAW.

Figure 5: Improvement of Grammatical and Accessibility
Errors using ACTAW.
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tained from the HTML code. These alternative texts con-
tain indications that tell us if they are used as links, if the
reference does not exist, and what type of element we are
dealing with. This enables us to differentiate an image used
as a link from one that has no additional function.

Alternative texts are also described for frame-based Web
pages. These texts tell us the number of rows and columns
and their position. Information is also included for brows-
ers that do not support frames.

Guideline 2: Don’t rely on colour alone
Colours defined in the style sheets of the Web page are

checked. If the colours do not meet the W3C colour con-
trast threshold, a new CSS document will be created with
colours that contrast properly. The algorithm applied tries
to ensure the greatest possible similarity between the origi-
nal document original and the standardized one, since com-
binations of colours can provide information. The result of
the CSS will not contain all the possible information, but it
will allow it to be accessed.

Guideline 3: Use markup and style sheets, and do so
properly

For this guideline the tags that markup visual effects are
replaced by equivalent tags that markup emphasis for ex-
ample. Contextual clues are added to be able to follow a list
properly, regardless of whether it is nested.

The application cannot detect text included in images,
which means that any such text will not be available to voice
browsers. Also, the coherence of headings and the proper
use of tags that identify them depends on how well the crea-
tor of the document did his or her job, since it is impossible
to know whether the start of  a section is actually being
indicated, or whether that section is more or less important
than the one preceding it.

Guideline 4: Clarify natural language usage
Since the only source of information we have is the HTML

code, the language used is identified and indicated by looking
in the metadata. We are currently working on an agile and fast
language detection system. In the event of any doubt, this sys-
tem will also be able to determine the language with the help
of other data, such as the topic of the website.

Guideline 5: Create tables that transform gracefully
All possible information contained in tables is provided,

such as their size in the window or the number of rows and
columns. Columns are grouped together according to their
headings, if they have any. However, since we cannot ob-
tain information about the content of tables, no specific
measures are taken to ensure the proper alignment of ta-
bles, which may confuse users. We are currently looking
for an effective algorithm to address this problem and so be
in a position to offer users a fully user-oriented system.

Guideline 6: Ensure that pages featuring new tech-
nologies transform gracefully

For device dependent actions, keyboard and mouse
equivalents are provided. However, no type of solution can
be offered for elements created using JavaScript, since there
is no analyser available for this type of code and so we are
unable to modify it properly.

We have already commented on the situation regarding
frame-based pages, but there is one situation which is highly
inaccessible; when one of the frames is an image. In this
situation the image will be replaced by an HTML document
which will contain the image together with all the informa-
tion it is possible to include. This allows the user to obtain
information about the image that would otherwise have been
inaccessible.

Guideline 7: Ensure user-control of time-sensitive
content changes

Animated images and embedded elements cannot be
halted without losing information. Therefore special care
needs to be taken when creating this type of content so as
not to violate the standard.

The application does however replace moving or blink-
ing text if it was created using HTML. This change is per-
formed using equivalent CSS and HTML techniques but
may be disabled by the user from the browser. Any auto-
matic refreshes and redirects in the page are also eliminated,
thereby preventing end users from losing control over the
pages they visit and over the content of those pages.

Guideline 10: Use interim solutions
This guideline deals with situations such as opening a

new window with a link. Users may be confused when a
new window appears without prior warning. The elimina-
tion of links that display information in new windows could
lead to a loss of information, for example if a user wishes to
return to the information contained in the previous Web page
and that page depended on a user session. In view of this
situation, we decided not to eliminate such links but rather
to inform users when a link will open up in a new window.
In this way users will have prior warning that a new win-
dow is to open and will be able to treat it like any other
window and navigate around it properly.

Figure 6: Analysis of the Improvement by Priorities.
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This guideline also recommends that logically related
links should be grouped together, and that each control
should be properly positioned with its associated tag.  We
encountered the problem of not being able to analyse the
relationships between a text and the various links included,
or the relationship between a text and a specific control, so
we were unable to provide a satisfactory solution.

Finally, help is provided for people with cognitive dis-
abilities so that they can navigate through a form. The edit
boxes or text areas of a form are filled in with either "Write
here" or "Text" depending on the size of the space. If an
image replaces a button, the type of action to be carried out
will be indicated.

Guideline 11: Use W3C technologies and guidelines
All obsolete or deprecated HTML tags or CSS style tags

will be replaced by their recommended equivalents. Sizes
are modified by changing from a number to a CSS format.
Finally, the "!Important" tags in an CSS document are elimi-
nated so that the user is not prevented from disabling any
part of the style.

Guideline 13: Provide clear navigation mechanisms
The basic mechanism of Web navigation is the link. To

ensure that these links are as clear as possible, alternative
texts are added with the name and target of the link. If the
link is to a section or to an email, or indicates a frame or
window into which the link is to be loaded, this should be
indicated in a clear and concise manner so as to provide
users with all possible information about the link so that
they can decide whether or not to follow it.

Guideline 14: Ensure that documents are clear and simple
All HTML document style definitions have been moved

to CSS documents so that they comply with the principle of
separating structure and presentation. The use of styles al-
lows us to show the alternative texts to be sure that this
information is also available visually. Finally, various styles
indicating the type and tone of voice have been indicated,
to be used for headings and elements that indicate empha-
sis and similar effects. Although current voice browsers are
capable of performing this analysis automatically, these
additional styles are included to ensure that older browsers
are able to inform users properly.

4 Implementation and Results
The application has been developed entirely in Java as

this allows it to be run on a variety of platforms, thereby
avoiding  restrictions on its use. This is important as the
end user could be a system administrator but could equally
well be a user with only a basic knowledge of computing.

The application has been put through a series of tests
involving 60 Web pages. The topics of the pages are ran-
dom but include a large proportion of all possible types.
Thus we may find anything from leisure and game sites to
Web pages belonging to banks and not-for-profit associa-
tions. The Wiki format is also represented in our test bed.

In order to pass a Web page processed by our applica-
tion as accessible, it must retain its original style while elimi-
nating all deprecated and inaccessible elements. The pro-
posed solution should also improve accessibility in general.
Finally, the result must be validated by W3C validation tools
and CTIC’s Web Accessibility Test  (Spanish acronym:
TAW) [7].

We can see an example of a successfully processed page
in the images below. Figure 3 shows the original page. As
readers will see. It is a complete and complex Web page;
i.e. it contains a number of different elements and a large
amount of information.

Figure 4 shows the result after using our application.
The presentation of the Web page is identical to the origi-
nal. There are some added elements, such as an explanatory
text in the search box and additional information is pro-
vided in the alternative texts accompanying the images to
allow users to know what function each image has. There is
also a notification that the page has been processed to meet
the WAI standard. Thus users are aware that they are not
viewing the original page and that deprecated elements may
have been disabled or eliminated.

Our test bed returns some very good results. 100% of
our test bed pages are analysed correctly. In Figure 5 we
see the improvement in terms of accessibility and grammar
errors. In the case of accessibility the improvement is
35.08%, a result which may seem low, but if we analyse the
improvement by priorities we see that it is a very good re-
sult indeed.

When we analyse the improvement by priorities (Fig-
ure 6), the result is very good in two of the three priorities.
In the case of priority 1 the improvement is 96.19% which
is very good, especially if we bear in mind that this priority
includes all elements that make it impossible to access in-
formation. Thanks to this improvement, 71.67% of our test
bed pages achieved level A accessibility; in other words,
they contained no element that made access to the informa-
tion contained in the Web page impossible.

Meanwhile the improvement achieved in priority 2 is
the lowest since this priority includes solutions for which it
is necessary to know the semantics of the website’s content
of the website. This priority concerns elements that make it
difficult to access information. Finally,  the application also
scores highly for the third priority, achieving an improve-
ment of 86.85%. This priority includes elements that make
it somewhat difficult to access information.

As we can see, the overall results are really very good.
We need to take into account the difficulty of obtaining in-
formation from a page that is not designed with accessibil-
ity in mind. But even so, the application achieves a signifi-
cant improvement in accessibility. Perhaps the most impor-
tant aspect of the results is the high number of pages that
achieved level A accessibility.

It should also be noted that the presentation of the pages
after running the application is practically the same as be-
fore, which means they can be navigated by anyone, whether
disabled or not.
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4 Conclusions
By meeting WAI standards we can provide Web access

to disabled users and improve it for people without any dis-
ability. The automatic conversion of documents is a very
important step in the quest to make the Web more accessi-
ble. A tool of this nature can also be used by organizations
wishing to make all their existing information accessible at
a really low cost in terms of both time and money.

The standardization provided by ACTAW requires a
broad scope of action if it is to be useful. The HTML ana-
lyser we have designed is capable of processing all types of
HTML documents. Thanks to this versatility the tool can
deliver some very good results and improve the quality of
the Web by providing pages that use proper HTML gram-
mar.

However, we should not forget that the guidelines pro-
posed by the WAI are intended for developers, which means
that applying them a posteriori is a complex and costly task.
Thus, in order to improve the proposed solutions and en-
hance accessibility we need to build a semantic analyser.
Such an analyser would allow us to understand the content
of a Web page and apply better solutions on the basis of
that information, and work is already underway on its de-
sign. Work is also underway on systems that will ensure the
correct alignment of tables, improve orientation in tables
and frames, and detect the language used in the website.

The application that we present in this article represents
a further step along the road to improving Web accessibil-
ity. The fact the tool can be used by either end users or
website administrators has the advantage of allowing end
users to access the information on a Web page even if the
original page did not meet Web accessibility criteria. The
ACTAW tool also addresses the issue of accessibility from
a global viewpoint and attempts to improve all possible as-
pects while respecting both the Web developer’s original
style and the W3C standard.

Translation by Steve Turpin
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1 Introduction
In this article we present our experience in the develop-

ment of tools to help authors generate accessible content.
This experience is the result of our participation in two
European research projects: VISUAL [Voice for Informa-
tion Society Universal Access and Learning (IST-2001-
32495)] and ENABLED [Enhanced Network Accessibility
for the Blind and Visually Impaired (FP6-2003-IST-2-
004778)].

Before looking at each project individually perhaps we
should explain why we decided to describe the two experi-
ences and the lessons learned from them in the same article.
It is a proven fact that developing tools to meet user expec-
tations is a complicated task. Users are often fickle charac-
ters who try the patience of developers and never seem to
be happy with the outcome. Unfortunately, it is impossible
to build good software without listening to the users. It is
vitally important to know the needs of users and involve
them in the development of the product, since the ultimate
success of any development will depend directly on the
degree of commitment that developers and users jointly put
into the software creation process. All the above is doubly
important in the development of authoring tools for gener-
ating accessible content where we have two groups of us-
ers: the users of the authoring tools themselves, and the us-
ers of the content generated by those tools.

Another point that we need to make is that it is possible
to find authoring tools that, in spite of meeting W3C acces-
sibility guidelines for authoring tools [1] are not properly
accessible to the author, and Web pages which meet con-
tent accessibility guidelines [2] but are not properly acces-
sible to the end user. Compliance with guidelines is no guar-
antee that the end product will be accessible.

If we cannot rely exclusively on existing guidelines - de
facto standards - for the creation of authoring tools and ac-
cessible content this makes it all the more necessary to in-
volve our end users to check whether the software we are
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producing is truly accessible and can be used in a real envi-
ronment. This is a major problem since we do not only de-
pend on users for producing and testing a product’s func-
tional specifications but we also rely on them to know
whether the software is really accessible from a purely tech-
nical point of view.
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In order to address this situation, people with visual
impairment and with sufficient technical knowledge were
involved in both projects in order to provide guidance dur-
ing their development, with the aim of ensuring that the
end product was accessible from a formal point of view
(compliance with the relevant W3C accessibility guidelines)
and from a functional point of view (that users were able to
interact with the software in an effective manner).

Lesson 1: If you want to be successful, always involve
your end user in the design of your product.

2 Two European Experiences

2.1 VISUAL
The VISUAL project is an international project coordinated

by SOLUZIONA and funded by the European Commission
IST (Information Society Technologies) programme under the
5th Framework Programme. Its aim was to develop technol-
ogy based on voice interaction [3] [4] to improve access to the
Information Society for the visually impaired.

VISUAL began in October 2001 and ended in Septem-
ber 2004. It enjoyed the participation of two universities
(City University and Katholieke Universiteit Leuven R&D),
national blind organizations from four European countries
– United Kingdom (Royal National Institute of the Blind),
France (Fédération des Aveugles et Handicapés Visuels de
France), Italy (Unione Italiana Ciechi) and Germany
(Deutscher Blinden- und Sehbehindertenverband e.V.) – and
the European Blind Union.

The basic goal of the VISUAL project was to allow visu-
ally impaired people to create  their own Web content with
aid of an authoring tool which, in turn, would encourage and
teach users to create accessible Web content in a user-friendly
and intuitive manner. Target users need to be familiar with the
use of technical aids and have a basic grasp of HTML.

The authoring tool had to be conceived with accessibil-
ity in mind from the outset and not, as is the case of most
tools that claim to be "accessible", designed first and then
fiddled with to meet the appropriate guidelines and recom-
mendations. We had a great opportunity in front of us.

Creating a tool in the knowledge that most of the Web
authors that were going to use it would be blind was an
enormous challenge. The first step was to carry out an ex-
haustive study of commercial and free tools (Amaya,
DreamWeaver, HomeSite, FrontPage, HotMetal Pro, etc.)
to look for their strengths and weaknesses (which often in-
cluded not being accessible at all!). Most of them had a
major visual component; they were clearly based on Web
authors "seeing" what they are creating (to see in order to
do) – hence the success of the famous WYSIWYG (What
You See Is What You Get) view. We had to discover our own
form of WYSIWYG; a way of enabling blind people to cre-
ate a mental model of the page of being built while allow-
ing them to access, locate, place, and navigate between ele-
ments using a keyboard. The task of discovering our "user
view" became the focal point of all our discussions.

The view would be the cornerstone of the tool, around
which the entire Web creation process would revolve, which

Figure 1: User Interface of the VISUAL Authoring Tool.
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Figure 2: Insertion of an Element 3D Annotated for Haptic Exploration.

was why it was so important to find the right mechanism.
After the consortium held several meetings to try and de-
cide upon a method of interaction that would help users to
navigate around the page content, we were set on the right
track by a fact that had hitherto escaped us all. Discussing
how users in general resist change, someone made a com-
ment about how the arrival of Windows had been received
with a certain degree of opposition by users of assistive
technology accustomed to working with MS-DOS in text
mode which, by using a simple screen reader, enabled them
to receive the same information as a user looking at the
screen output. The Windows operating system, more visual
and more colourful, was a step in exactly the wrong direc-
tion for users of assistive technology. In principle, the idea
of having a load of windows that opened, closed, emerged,
and used icons to identify the various elements had little to
recommend it to those that up until then had been used to
having text as the only source of information about what
was happening on the screen. Nowadays users of assistive
technology have no option but to use Windows and many
of them are more than happy to use Windows file explorer
which shows users the content of the local and network units
to which they are connected and which allows them to navi-
gate up and down the file structure, changing its content,
adding, deleting, and even renaming folders with the aid of
hotkeys, all by using nothing but the keyboard.

This reflection on the usefulness of the file explorer
combined with the fact an HTML Web page is ultimately a
perfect hierarchical structure, provided that it is well formed

(XHTML), led us to choose the file explorer model as our
means of interaction for users creating a Web page with the
aid of our tool. For users of VISUAL, the Web page would
be represented as a tree in which each node would corre-
spond to an HTML element or to an attribute of that ele-
ment. In order to interact with the tree you only need to use
the keyboard and its hotkeys in the same way as with file
explorer. To interact with the XHTML tree you use the
hotkeys that display the dialogue windows in which you
can then input the data corresponding to each element (texts,
images, links, etc.).

One of the strong points of the VISUAL tool was its
user-friendliness and innovative interface (see Figure 1).
However one of its weaknesses was the result of one of its
objectives: the creation of accessible content only. For
more experienced Web designers this was a drawback since
Web designers are habitually less than scrupulous in their
compliance with XHTML syntax rules. Having long been
accustomed to using HTML elements freely without taking
syntax into account, Web developers saw the tool as "not
very flexible". Paradoxically this was actually one of the
strengths of the tool as it meant that it is impossible to cre-
ate Web content with it that is not (formally) accessible.

Now we had a philosophy to follow: a tree view (hierar-
chical representation of the Web page) with the use of wiz-
ards and dialogue windows to act as a guide in the creation
of accessible Web content. All combined with an accessible
user interface via a keyboard, compatible with assistive tech-
nology, in which the tool’s own speech synthesis system
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combines with the synthesis provided by the assistive tech-
nology or can even replace it if so desired. It also includes a
"code cleaner" [5] and an integrated accessibility validator
to debug existing pages.

The tool was evaluated by 24 people with visual impair-
ment (13 of them blind): 5 from the Unione Italiana Ciechi,
5 from the City University, 5 from the Fédération des
Aveugles et Handicapés Visuels in France, 4 from the Royal
National Institute of the Blind, and 5 from the Deutscher
Blinden- und Sehbehindertenverband e.V. together with a
number of experts in accessibility from the various organi-
zations in the consortium.

2.2 ENABLED
ENABLED [6] [7] is a large scale European project in-

volving 14 entities from 10 countries including major com-
panies, universities, and research centres. Led by Queen’s
University of Belfast (United Kingdom), ENABLED enjoys
the participation of SOLUZIONA and the LABEIN Foun-
dation in Spain, the Lund University in Sweden,  SCALAB
in Italy, Tekever in Portugal, Siemens, OFIS and CAS in
Germany, NetUnion in Switzerland, and British Telecom-
munications (BT) in the United Kingdom.

The goal of the ENABLED project, which began in 2004
and is scheduled to finish this year, is to improve Internet
access for the visually impaired in two ways:

By developing technologies that make it possible to
create accessible Web content.

By creating tools to provide users with access to
information and available Web services through the use of
adaptive and interoperable interfaces.

Unlike VISUAL, ENABLED limited its scope to deliver-
ing accessibility to one particular type of content, non-text
content (images, graphics, maps, 3D objects, etc.). The web is
full of non-text content which cannot be accessed by the blind
and for which a text description is often insufficient. Unlike
VISUAL, the ENABLED project is not aimed exclusively at
Web authors but also addresses the problem of interaction with
non-text content from a dual perspective:

1) On the one hand, the Web author, by using the right
tools for annotating this content so that all the information
can be conveyed to users in a non-visual manner.

2) On the other hand, the users, who can access those
annotations using available tools or devices to allow them
to access the information contained within the image via
other alternative senses such as touch or hearing. The project
goes even further and enables users to obtain information
and interact with the content (depending on the device used).

If with VISUAL the greatest difficulty was finding a
means of interaction that would be familiar to users and
would allow them to use their "own" tools when creating
Web pages, with ENABLED the difficulty resided in hav-
ing users use new means of interaction which would not
permit them to use "their own tools" but would instead re-
quire them to use new devices or new interfaces of which
they had no prior experience.

Figure 3. Extension of DreamWeaver for the Creation of a Vectorial Graphic (SVG) Annotated to an Excel Spreadsheet.
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Thus the great challenge was to gather user requirements
that could be used to guide the development of these tools
in the knowledge that users had no idea of what those tools
were going to be like. It was like "let’s play at inventing" a
means of interaction. In order to limit the scope of the prob-
lem, user requirements were ascertained by asking users to
talk about the known reality and therefore about their present
day access problems. Thus by identifying, with the aid of
the users, the areas of improvement which we needed to
focus on, it was the project’s job to come up with innova-
tive ideas or approaches to address these problems. Below
we show two examples: Exploration of 3D figures with
haptic devices1  (see Figure 2) and the creation and inser-
tion of vectorial graphics (SVG) annotated to Excel
spreadsheets (see Figure 3).

3 Lessons Learned
As we had already anticipated, the first lesson is that

users need to play a key role in the process. For this reason,
in both projects we used an iterative and incremental model,
alternating the release of various versions of the tools with
evaluation periods.

The data gathered from each evaluation is standardized
by the experts who took part in the user requirements gath-
ering process, and are converted into recommendations for
future versions of the tools. In the case of ENABLED, pro-
totypes were also used to enable concept tests to be per-
formed to check whether the chosen way was the right one
before incorporating new features to more advanced devel-
opments.

With regard to the evaluation of prototypes, in both cases
predefined scenarios were evaluated in order to be able to
compare results with subsequent evaluations, and to involve
the user in what was to be a day to day use of the tool.

From the evaluations performed in the two projects by
users and experts we can deduce a list of desirable features
that any accessible interface should have regardless of its
purpose or future use:

Visibility of system status: the system should always
keep the user informed about what is going on by appropri-
ate means (speech synthesis, text, etc.)

Match between the system and real world: avoid
using technical terms to refer to real world entities. Use
concepts that are familiar to the user rather than system-
oriented concepts.

User control: the user should have control over the
application at all times, and be able to undo, repeat, or re-
turn to a previous state whenever he or she so desires.

Consistency and standards: the user should not be
made to wonder whether different actions, terms, or situa-
tions mean the same. The conventions established for each
platform should always be observed.

Error prevention: the system should prevent users from
making a mistake due to the incorrect use of the interface.

Do not rely on recall: the user should not always
have to be remembering what to do. The instructions for
use of the system should be visible and intuitive.

Flexibility and efficiency: the system should be tai-
lored to the experience of the user so that more experienced
users can use shortcuts to actions that they are familiar with.

Less is more: avoid including irrelevant information
in user dialogues or any extraneous information that will be
rarely needed. Any unnecessary information competes with
information that is really important, with the risk that the
user may miss the part that is really important.

Help recognize, detect, and solve errors: error mes-
sages should be expressed in natural language indicating
what to do next to solve the problem.

Help and documentation: necessary help and docu-
mentation should be provided so as to explain to users in
natural language the steps required to carry out any particu-
lar task.

Translation by Steve Turpin
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It’s five years in the future and more and more people are working from home. It can be cheaper for businesses as they now
don’t have to rent expensive offices just to seat people. Of course there can be hidden expenses that can increase costs
considerably (a company basing an employee from home has to ensure that their working environment is similar to the
workplace environment, including all the health and safety requirements), but, ignoring those aspects, what technologies
will be at use?

Keywords: Future, Homeworking,
Network, Wireless.

21st Century Network
BT should have pretty much rolled

out its 21st century network (aka
21CN), the all IP network going into
the home and business.

Initially the home worker won’t
notice anything different, their BT
phone line won’t change (though in the
background as soon as the analogue
call goes into the local exchange it gets
converted to Voice over IP).

As part of 21CN, ADSL2+ will also
be introduced, allowing 24Mb/s
download speeds (to urban areas at
least). BT is also considering putting
DSL (Digital Subscriber Line) equip-
ment into the green boxes in the street,
which will then be connected using fi-
bre back to BT’s core network and us-
ing technologies such as VDSL2 or
VDSL2+ where speeds of up to
100Mb/s can be delivered.

With these kinds of bandwidths
available, delivering voice as an ana-

logue service becomes irrelevant, so
it’s likely BT will just package a router
into every house and the customer just
gets an ethernet/LAN connection into
which they can plug their PC, IP phone
and so on.

Delivering all kinds of service over
a single IP fabric means BT will need
to provide quality of service (QoS) or
voice calls will degrade when the user
watches a video, for example. BT’s
21CN core already provides this (us-
ing internet protocol/multi-protocol
label switching) and end-user QoS can
be provided in the DSL router.

So everything will come into the
home over a single IP connection with
QoS enabled. You’ll be able to have
multiple lines, watch video and do
video conferencing all using the same
connection.

Of course if you want QoS, BT
currently want you to use BT’s serv-
ices to guarantee that QoS. You’ll be
able to use anybody else’s VoIP or
IPTV service too, it’s just unlikely to
have QoS over BT’s network.
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starting to appear in the US. Unfortu-
nately the FCC has adopted a slightly
different specification to that in Europe
(which has just been approved), so it
will be a while before European-ap-
proved UWB devices appear.

UWB works by sending data over
large amounts of spectrum, by splitting
data into chunks that are sent over dif-
ferent frequencies. The data is also
duplicated so if various frequencies are
interfered with, the original data can
be resurrected (i.e. there’s error correc-
tion). UWB uses extremely low trans-
mission levels which means if it inter-
feres with something else using some
of the frequencies they just ‘hear’ back-
ground noise and can generally ignore
it, and if UWB is interfered with (fre-
quency wise) it just uses its error cor-
rection techniques to put the data back
together again.

UWB will offer short-range trans-
mission rates of hundreds of megabits
per second – the US equipment com-
ing out now is designed for wired USB
2.0 replacement, which operates at
480MB/s.

Why do people need these high
speeds? It’s all about replacing wires.

802.11n for longer range in-home
connectivity and UWB for very short
range. Many vendors are looking at in-
home video distribution, so your Sky
box will sit in one room, but can de-
liver a high-definition video stream to
any TV in the building (using 802.11n).
UWB will also be used to replace ca-
bles out of the PC, meaning you can
sit your PC under your desk and the
monitor, keyboard, mouse, printer,
scanner etc will all connect wirelessly.

Femto Cells
Femto cells are low power GSM or

3G cells that use broadband to connect
back to an operator. As both GSM and
3G use licensed spectrum only the op-
erators will be able to offer in-build-
ing services, but on the GSM side 12
new licenses were awarded last year
and they are starting to offer services.

Femto cells should cost around
$100 (probably including a broadband
router) which means they should be
affordable for home use. When in
range of the cell, your phone will use
that instead of the normal network cell

and as it uses broadband for connec-
tivity call pricing should be reduced,
it’s likely that mobile calls when in
range of a local femto cell could be as
cheap as current landline calls. It also
allows news services to be offered, like
your phone becoming part of your of-
fice phone system. So no more
deskphone, just your mobile.

The Future and Beyond
Wireless is definitely going to play

a major part of any new technologies
in the future and that future is going to
be all IP.

Now I think I’ll go and jack myself
into my virtual world (3rd life?) but
must remember to eat. Being in-line
doesn’t mean my real body stops work-
ing.

The future’s bright, the future’s IP
and wireless.

WiMAX is just around the
corner

Though wired broadband allows
high speeds, they’re only possible
if you’re near an exchange, which
is alright for densely populated ur-
ban areas, but not for rural areas.

Unfortunately WiMAX requires
licensed spectrum to work well, and
(in the UK at least) spectrum is a
valuable commodity as there isn’t
very much available. There are cur-
rently two networks offering
WiMAX services on licensed spec-
trum: PCCW (UK Broadband) at
3.4GHz and Pipex Wireless on 3.5/
3.6GHz. These services are only
available in limited areas.

Ofcom is planning to make more
spectrum available and there’ll be
an auction for 2.5GHz in the near
future. Although originally desig-
nated a 3G band, Ofcom are going
to make it available for any kind of
use, including WiMAX. There’s
certainly going to be a lot of inter-
est in that spectrum and BT have
already stated it is interested in it.

WiMAX will allow speeds of
about 100Mb/s to end-users, which
is certainly good enough to deliver
BT’s 21CN requirements (and any
other network operator’s) which is
good news for people who don’t live
in city centres

Wireless
Wireless will permeate the home:

you’ve got 802.11/a/b/g and now
802.11n (well draft 2.0 now, but in five
years’ time they’ll have settled their
arguments and the actual specification
will have been released, by then it will
be 802.11n+ or turbo). This will allow
speeds of up to a couple of hundred
megabits per second between devices.
Since it uses MIMO (multiple in, mul-
tiple out) the beams can be steered, al-
lowing higher transmission speeds and
distances with less interference be-
tween devices.

A new wireless standard will also
be available called UWB (ultra
wideband). UWB devices are already
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CEPIS Projects

Harmonise has now entered the
last, but certainly most important,
months of its life. For a few months,
the project partners have been putting
together the different areas of study
to create a unified and consistent fi-
nal report that will be presented to
the European Commission in Sep-
tember.

With the purpose of sharing the
latest findings of the study, CEPIS
and its partners gathered in Milan on
the 4th. and 5th. June 2007. In order
to ensure a high level of quality in
the project outcome, the Harmonise
Consortium decided to gather exter-
nal experts in the shape of a working
group to whom the results of the
study will be presented. Our guests
will then be able to comment on the
findings. The working group will
meet on 4th. September 07. CEPIS

Next Milestones and Events

will also organize a final event to
present publicly the results of the re-
search. This event will take place in
Brussels on 18th. September 07.
Should you be interested in joining
one of these two events or in receiv-
ing more information about the
project, please contact François-
Philippe Draguet <draguet@cepis.
org>. You can also visit the project
website <www.cepis-harmonise.
org>.

The Euro-Inf Consortium final-
ized the first drafting phase. In order
to reach this general agreement by
the stakeholders on the Draft Frame-
work for Accreditation of Informatics
in Higher Education, various meet-
ings were organized, a workshop was
set up by CEPIS in Brussels gather-
ing representatives from industry,
accreditation agencies, CEPIS mem-

ber societies and many rounds of
feedback were monitored. The final
draft version of the framework is now
online. You can download it from
<www.euro-inf.eu> in the “news”
section. The project is now testing the
draft framework in various volunteer
universities. The first accreditation
visit will take place in Tuzla at the
end of June. Other visits will be or-
ganized in the autumn to other uni-
versities. This testing phase will lead
to a refining phase of the framework.
It will then be tested again and
retuned according to the feedback.
Should you be interested in joining
the accreditation team or in having
more information on the project,
please contact François-Philippe
Draguet <draguet@cepis.org> or
check the project website <www.
euro-inf.eu>.




