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Motivation: Unbalanced and Semantic-rich image datasets

- Addressing & Neglesizd Aspest The el af vieus) seafisies 1. Current image datasets are problematic “Ugly” iaaeswere 2. A new dataset was created (crowdsourcing)
primarily emphasizes the study of beautiful and visually appealing o add.ed with h“ma” -
Images, neglecting the aspect of ugliness in existing datasets. 30,000 SN
e Critical for Computer Vision Systems: Neglecting the o0
perception of ugliness poses challenges for robust computer g’o 100 muc
vision systems. A limited dataset on ugliness restricts the capacity o= o “semantic
of different methodologies to interpret and distinguish images B 1500 content”
considered aesthetically ugly, hindering advancements in this § 4 g
domain. o Too little &
e Sophisticated Computer Vision Systems: Developing mo | UBlINESS L,
methodologies for generating and analyzing a comprehensive 0
dataset of ugly images contributes to the creation of more GO LURGEULEGETLRRCRIRTEULES
sophisticated and inclusive computer vision systems that can Aesthetic Valuation AestheticValuation ()
effectively handle both aesthetically pleasing and ugly images. ® Beautified M Uglified M Auto-uglified = Unmodified

Methods Results

Training dataset: Similarities in the generated images: —
CosSIF: Cosine Similarity
The “uglifier” allows users to modify images using various techniques (chromatic changes, achromatic , : T
e . - . . e o . CosSIF: Cosine Similarity o A technique for detectin
Changes’ edge fllterlng’ Fourler StatIStICS manlleIatlon’ etC) These mOdIerd Images ContrIbUted to Cosine Similarity =0.88  Cosine Similarity = 0.81 Cosine Similarity = 0.80 Cosine Similarity = 0.67  Cosine Similarity = 0.59  Cosine Similarity = 0.56 q . . g
reduce the bias towards beauty Of the training dataset [1] HUE Similarity = 0.097  HUE Similarity = 0.059 UE‘;Si.ilrt0.0G - UE SiiIrtﬂy=ﬂﬂ.4 HUE Similarity = 0.41 HUE Similarity = 0.58 and removing images
Mg 8 XLt B that are structurally
S—— " B similar to other images
= - Collection and Categorization of Data: o
r e : ® Removes training
] S % ® We collected 5684 natural images from different Images that are similar
- Pe——— sources. to images of other
amne jl T classes
e \We modified 4742 images using The Uglifier. _ _
——— - 4 ® Removes images with
e - * e Each Image was evaluated by 100 individuals to less discriminative
R obtain the aesthetic score (crowdsourcing). , , features after training
, _ \ , ; Similar Structure & Similar Color Similar Structure & Different Color
o —_ ® |mages were split into 5 classes according to their - _ _ _
- . : aesthetic value (1= very ugly, 5= very beautiful). T-SNE (t- Distributed Stochastic Nelghbor Em beddlng)
Case 1:Class 1,2,3,4,5 L Case 2:Class 1&5 | R Case 3:Class 1,2, 3, 4,5 o Case 4:Class 1 &5 Case 5:Class 1,2,3,4,5 Case 6:Class 1&5
Dataset expansion: S0 |
.. : : : e
The dataset was expanded by training a Generative Adversarial Network (GAN) [2] to produce images LN Rty

In each of the five aesthetic categories (1= very ugly, 5= very beautiful).
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Workflow ~ RealDataset ~ Synthefic Dataset ~ Real + Synthetic Dataset

(a) (b)
Boxplots of Real, Synthetic and Real + Synthetic Datasets

Modified Images

Image Modifier

T-SNE: Similarity check of

lightness lightness lightness lightness

Use of StyleGAN2-ADA: 1T i " A - "] | Real and Synthetic images
® £ T 0 __ o £ ‘f> ‘T’ AT» o . o 1l AT i JL
® First, we resize and crop the center A=t = (. L ® T-SNE[4]is adata
of the images (512 x 512 pixels). == VISU.a|IZa'[IOIjl technique
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® The original dataset used for ., S n P “ S . dimensional data by
TaY _ 1 ' ’ Category ’ ’ i ' Cat;gow ; : i ' Cate;gory ! : ' ’ Category ’ ’ iVin eaCh data Oint a
: o) O)O | tralnlng StyleGANz ADA consists Real Dataset | Synthetic with Outliers Synthetic without Outliers | Real & Synthetic Dataset Ig g . | P
O s T m—— of 10426 images split into 5 classes @) (b) ©) qcatlon In a low-
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E . | Outliers removal:

colourfulness Value

augmentations (Blit, Geom, Filter, T J( | j( I 1 T T ¢ — T T
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WE J( ® Synthetic images whose

Noise, Cutout) to get the best : i
Eliminate Outliers reSUItS |l I i ' o l 1 ) ]
— —— . T T [ | T | T 1 — 1 | | 1 1 1 1 T f T 1 1 low-level statistics were
e Initially, 8000 i R Synthetc i Outiers ke T e too dissimilar to those of
18 g ea dlase ninetuc wi uthers i i i i . . .
Eliminateimilar Imag gm | i Nitla y;: gy |ma%esl were = | y - Synthetic without Outliers | Real&Syn';t:)ahc Dataset the real im ages in their
1 1 generated 1or each class. class (ouliers) were also
+ 4 - - - T removed.
Confusion Matrices for a trained classifier (ResNet-18)
- — Trained on ImageNet and | fine-tuned it on our Data .
A e e ( 9 ) ® |ow-level statistics refer
i 3 i : drel G2 ChesS Sl Shsss Confusion Matrix Confusion Matrix Confusion Matrix
to Global Contrast,
: . - . : ° ’ . ° ' - . Colourfulness, Blur
Exam pIeS. Similarity check for Real and S
Synthetic Datasets: “ T2 56 15 10 i ~- 49 58 20 9 . ~- 50 7 13 8 aturation, LIgntness,

Imag Symmetry, Colour
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oy f,"' A SR | LS Rk similar to another existing image » - " ensure e same
N 8 3 were removed. n- 0 3 8 54 a2 0 4 47 - 3 13 68 properties Ir_] both real
3 e T : ., . ., N and synthetic datasets
.‘7 } : 3 o . Predicted Predicted Predicted
i &i ® Synthetic images with low-level Real Synthetic Real + Synthetic
o Al 0 g l ]
"ovel P L properties too different from those @ | )

expected for their class (outliers)
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® The final dataset consisted of 5000 a_n d F u t u re WO r k

images in each class (counting
both, synthetic and real)

Images generated by GANSs

e By applying several similarity metrics, we can conclude that the synthetic images have similar
properties as the real ones.
e \We generated synthetic images to enlarge and balance each class by adding these images.

AC kn OWI ed g emen tS & Referen cesS e By eliminating all the outliers we are able to get the best generated images for each class of our

synthetic dataset.
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