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This paper presents a direct and stochastic technique for real-time estimation of on-board stereo head’s
position and orientation. Unlike existing works which rely on feature extraction either in the image
domain or in 3D space, our proposed approach directly estimates the unknown parameters from the
stream of stereo pairs’ brightness. The pose parameters are tracked using the particle filtering framework

which implicitly enforces the smoothness constraints on the estimated parameters. The proposed tech-
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nique can be used with a driver assistance applications as well as with augmented reality applications.
Extended experiments on urban environments with different road geometries are presented. Compari-
sons with a 3D data-based approach are presented. Moreover, we provide a performance study aiming
at evaluating the accuracy of the proposed approach.

© 2009 Elsevier B.V. All rights reserved.

1. Introduction

In recent years, several techniques to on-board vision pose esti-
mation have been proposed [7,10,23,26,30,32]. The main applica-
tion domain was advanced driver assistance. The proposed
approaches can be broadly classified into two different categories:
highways and urban. For each category, the vision sensor can be
either a monocular camera or a stereo head. Most of the techniques
proposed for highways environments are focused on lane and car
detection, looking for an efficient driver assistance system. On
the other hand, in general, techniques for urban environments
are focused on collision avoidance or pedestrian detection.
Although in both domains a similar objective is pursued, it is very
challenging to develop a generic algorithm able to cope with both
problems. The real-time estimation of on-board vision system
pose—position and orientation—is a challenging task since (i) the
sensor undergoes motions due to the vehicle dynamics and the
road imperfections, and (ii) the viewed scene is unknown and con-
tinuously changing.

Of particular interest is the estimation of on-board camera’s po-
sition and orientation related to the 3D road plane. Note that since
the 3D plane parameters are expressed in the camera coordinate
system, the camera’s position and orientation are equivalent to
the 3D plane parameters. Algorithms for fast road plane estimation
are very useful for driver assistance applications as well as for aug-
mented reality applications. For the former ones, the ability to use
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continuously updated plane parameters (vehicle pose) will consid-
erably make the tasks of obstacles and objects detection more effi-
cient [17,33]. For the latter ones, one can for instance insert real or
synthetic objects into the video captured by the on-board vision
system based on the estimated road plane parameters. These con-
tinuously updated parameters provided by the vision sensor will
make the inserted objects seem as a physical part of the scene. If
the used road plane parameters are constant then the inserted ob-
ject may suffer from misalignment whenever the actual plane
parameters change due to the car’s dynamics and road’s imperfec-
tions. However, dealing with an urban scenario is more difficult
than dealing with highways scenario since the prior knowledge
as well as visual features are not always available in these scenes.

In general, monocular vision systems avoid problems related to
3D Euclidean geometry by using the prior knowledge of the envi-
ronment as an extra source of information. For instance, (a) a road
with a constant width is assumed [13,12]; (b) the car is driven
along two parallel lane markings, which are projected to the left
and to the right of the image [25]; (c) after an initial calibration
process the camera’s position and pitch angle remain constant
through the time [28]; to mention a few.

Although prior knowledge has been extensively used to tackle
the driver assistance problem, it may lead to wrong results. Hence,
considering a constant camera’s position and orientation is not a
valid assumption to be used in urban scenarios, since both of them
are easily affected by road imperfections or artifacts (e.g., rough
road, speed bumpers), car’s accelerations, uphill/downhill driving,
among others. Facing up to this problem [13] introduces a tech-
nique for estimating vehicle’s yaw, pitch, and roll. However, since
a single camera is used, this work is based on the assumption that
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Fig. 1. On-board stereo vision sensor with its corresponding coordinate system.

some parts of the road have a constant width (e.g., lane markings).
Similarly, Liang et al. [25] proposes to estimate camera’s orienta-
tion by assuming that the vehicle is driven along two parallel lane
markings. Unfortunately, none of these two approaches can be
generalized to be used in urban scenarios, since in general lanes
are not as well defined as those of highways. In [32], authors use
a single mounted camera. An extended Kalman filter has been used
in order to infer a state vector including the vehicle rigid motion
(six degrees of freedom) and the camera pose where the measure-
ments are given by the eight-parameter planar motion field and
the readings of the velocity and yaw rate sensors.

The use of prior knowledge has also been considered by some
stereo vision based techniques to simplify the problem and to
speed up the whole processing by reducing the amount of infor-
mation to be handled. For instance, some of the aforementioned
assumptions are also considered when stereo systems are used:
flat road [6,20] or constant camera pose [5], among others.

In the literature, many application-oriented stereo systems
have been proposed. For instance, the edge based v-disparity ap-
proach proposed in [22], for an automatic estimation of horizon
lines and later on used for applications such as obstacle or pedes-
trian detection (e.g., [4,11,21]), only computes 3D information over
local maxima of the image gradient. A sparse disparity map is com-
puted in order to obtain a real time performance. Additionally to
the obstacle or pedestrian detection the authors present an atmo-
spheric visibility measurement system using v-disparity informa-
tion provided by stereo vision [18]. Recently, this v-disparity
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approach has been extended to a u-v-disparity concept in [19].
In this work, dense disparity maps are used instead of only relying
on edge based disparity maps. Working in the disparity space is an
interesting idea that is gaining popularity in on-board stereo vision
applications, since planes in the original Euclidean space become
straight lines in the disparity space.

In computer vision community, many works have addressed the
detection and estimation of planes using images [1,9,27]. However,
these works rely on feature extraction. This holds true for 3D cam-
era motion methods (e.g., [24,34]).

In [29], we proposed an approach for on-line vehicle pose
estimation using a commercial stereo head. Although the pro-
posed technique does not require the extraction of visual fea-
tures in the images, it is based on dense depth maps and on
the extraction of a dominant 3D plane that is assumed to be
the road plane.

As can be seen, existing works adopt the following main
stream. First, features are extracted either in the image space
(optical flow, edges, ridges, interest points) or in the 3D Euclid-
ean space (assuming the 3D data are built online). Second, a
deterministic estimation is then invoked in order to recover
the unknown parameters. In this paper, we propose a novel par-
adigm that is based on raw stereo images provided by a stereo
head. Moreover, the new paradigm includes a stochastic tech-
nique since the aim is to track the vehicle pose parameters—
the road plane parameters—given stereo pairs arriving in a
sequential fashion.

The stochastic tracking relies on the particle filtering frame-
work. The proposed technique could be indistinctly used for urban
or highway environments, since it is not based on a specific visual
traffic feature extraction neither in 2D nor in 3D. The use of particle
filtering schemes is useful for obtaining a lock on the estimated
parameters even when perturbing factors such as occlusions and
video streaming discontinuities appear.

Our proposed method has a significant advantage over existing
methods since it does not require road segmentation neither dense
matching—two difficult and time-consuming tasks. Moreover, to
the best of our knowledge, the work presented in this paper is
the first work estimating road parameters directly from the rawb-
rightness images using a particle filter.

The rest of the paper is organized as follows. Section 2 describes
the problem we are focusing on as well as some backgrounds. Sec-
tion 3 briefly describes a 3D data-based method. Section 4 presents
the proposed stochastic technique. Section 5 gives some experi-
mental results and method comparisons. Section 6 provides a per-
formance study using synthesized stereo sequences. In the sequel,
the “road plane parameters” and the “pose parameters” will refer
to the same entity.
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2. Problem formulation and background
2.1. Experimental setup

Acommercial stereo vision system (Bumblebee from Point Grey!)
was used. It consists of two Sony ICX084 color CCDs with 6 mm focal
length lenses. Bumblebee is a pre-calibrated system that does not re-
quire in-field calibration. The baseline of the stereo head is 12 cm and
it is connected to the computer by a IEEE-1394 connector. Right and
left color images can be captured at a resolution of 640 x 480 pixels
and a frame rate near to 30 fps. This vision system includes a software
able to provide the 3D data. Fig. 1 shows anillustration of the on-board
stereo vision system as well as its mounting device.

The problem we are focusing on can be stated as follows. Given
a stream of stereo pairs provided by the on-board stereo head we
like to recover the parameters of the road plane for every captured
stereo pair. Since we do not use any feature that is associated with
road structure, the computed plane parameters will completely de-
fine the pose of the on-board vision sensor. This pose is repre-
sented by the height d and the plane normal u = (uy, u,, u;)" from
which two independent angles can be inferred (see Fig. 2). In the
sequel, the pitch angle will refer to the angle between the camera’s
optical axis and the road plane; and the roll angle will refer to the
angle between the camera horizontal axis and the road plane (see
Fig. 2). Due to the reasons mentioned above, these parameters are
not constant and should be estimated online for every time instant.
Note that the three angles (pitch, yaw, and roll) associated with the
stereo head orientation can vary. However, only the pitch and roll
angles can be estimated from the 3D plane parameters.

2.2. Image transfer function

Before going into the details of the proposed approach, this sec-
tion will describe the geometric relation between road pixels
belonging to the same stereo pair—the left and right images. It is
well-known [15,16] that the projections of 3D points belonging to
the same plane onto two different images are related by a 2D projec-
tive transform having eight independent parameters—homography.
In our setup, the right and left images are horizontally rectified.?
Let p,(x,y,) and p;(x;,y,) be the right and left projection of an arbitrary
3D point Pbelonging to the plane (d, uy, u,, u,) (see Fig. 3). In the case of
a rectified stereo pair where the left and right images have the same
intrinsic parameters, the right and left coordinates of corresponding
pixels belonging to the road plane are related by the following linear
transform (the homography reduces to a linear mapping)

X = hlx,+h2y,+h3 (1)
Y=Y (2)
where hi,h;, and hz are function of the intrinsic and extrinsic
parameters of the stereo head and of the plane parameters. For

our setup (rectified images with the same intrinsic parameters),
those parameters are given by:

h=1+b (3)
_pW

h=bY (4)

h3:—bu0%—bvo%+ab% (5)

where b is the baseline of the stereo head, o is the focal length in
pixels, and (uo, vo) is the image center (principal point).

1 www.ptgrey.com

2 The use of non-rectified images will not have any theoretical impact on our
developed method. However, the image transfer function will be given by a general
homography.
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Fig. 5. A typical region of interest associated with the right image. In this example,
the height of region of interest is set to one third of the total image height.
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Fig. 6. Estimating the road plane parameters using a particle filter.

3. 3D data-based approach

In [29], we have proposed an approach for on-line vehicle pose
estimation using the above commercial stereo head. It aims to
compute camera’s position and orientation—the road plane param-
eters. The proposed technique consists of two stages. First, a dense
depth map of the scene is computed by the provided reconstruc-
tion software that utilizes a dense matching technique. Second,
the parameters of a 3D plane fitting to the road are estimated using
a RANSAC based least squares fitting. Moreover, the second stage
includes a filtering step that aims at reducing the number of 3D
points that are processed by the RANSAC technique.

Independently of the road geometry, the provided results could
be understood as a piecewise planar approximation, due to the fact
that the road parameters are continuously computed and updated.
The proposed technique could be indistinctly used for urban or
highway environments, since it is not based on a specific visual
traffic feature extraction but on raw 3D data points.

This technique has been tested on different urban environ-
ments. The proposed algorithm took, on average, 350 ms per
frame. This CPU time does not include the dense stereo matching
and 3D reconstruction tasks.

Fig. 4 presents the estimated camera’s position and orientation dur-
ing a short sequence. Notice that this short video sequence was recorded
on a quite flat road; hence a maximum height variation of about 10 cm
is produced after starting the motion, due to vehicle’s acceleration.

The main drawback of the proposed 3D data technique is its
high CPU time. Moreover, it requires a dense 3D reconstruction
of the captured images. In the present study, this method is used
for comparing the proposed stochastic technique. Moreover, it will
be used to initialize the proposed approach in some cases.

4. A featureless and stochastic approach

Our aim is to estimate the pose parameters from the stream of
stereo pairs. In other words, we track the stereo head pose over
time.? In this section, we propose a novel approach that directly in-
fers the plane parameters from the stereo pair using a particle filter-
ing framework.

3 This is equivalent to tracking the road plane parameters.

4.1. Background

The idea of a particle filter (also known as Sequential Monte
Carlo (SMC) algorithm) was independently proposed and used by
several research groups. These algorithms provide flexible tracking
frameworks as they are neither limited to linear systems nor re-
quire the noise to be Gaussian and proved to be more robust to dis-
tracting clutter as the randomly sampled particles allow to
maintain several competing hypotheses of the hidden state. There-
fore, the main advantage of particle filtering methods is the fact
that any loose of track will not lead to a permanent loss of the ob-
ject. Note that when the noise can be modelled as Gaussian and the
observation model is linear then the solution will be given by the
Kalman filter.

Particle filtering is an inference process which can be used in the
context of probabilistic tracking. It aims at estimating the unknown
time-t state b, from a set of noisy observations (images),
z,+ = {zy,---,2;} arriving in a sequential fashion [3,8,14]. Two
important components of this approach are the state transition
and observation models whose most general forms can be given by:

State transition model b, = D;(b;_1, ;) (6)
Observation model z; = O,(by, v¢) (7)

where n; is the system noise, D; is the dynamic model, v; is the
observation noise, and O, models the observer. The particle filter
approximates the posterior distribution p(b;z;¢) by a set of
weighted particles or samples {bﬁ”, 70 }JN:]. Each element bﬁ” repre-
sents the hypothetical state of the object and n}” is the correspond-
ing discrete probability. Then, the state estimate can be set, for
example, to the minimum mean square error or to the maximum
a posteriori (MAP): arg maxy, p(b¢|Z1.¢).

Based on such generative models, the particle filtering method
is a Bayesian filtering method that recursively evaluates the pos-
terior density of the target state at each time step conditionally
to the history of observations until the current time.

4.2. Approach
4.2.1. Dynamic model

At any given time, the road plane parameters are given by the
plane normal u,, a unit vector, and the distance d; between the
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Fig. 7. Camera’s position and orientation, estimated by the particle filter. The
plotted solutions correspond to the maximum a posteriori solution. The solid curves
correspond to a ROI having an arbitrary width. The dotted curves correspond to a
ROI containing the road image only.

camera center and the plane. These parameters can be encapsu-
lated into a 3-vector §. Therefore, the state vector b, representing
the plane parameters will be given by

T
u u u
b = (b by by )" = (5025 ) ®

Note that the vector b, fully describes the current road plane
parameters since we have:

b,

U = 9

Y ®)
1

d =—— 10

Y (19

Therefore, the state vector has three independent degrees of
freedom. One can notice that knowing the normal plane u, the cur-
rent two degrees of freedom associated with the camera orienta-
tion—the pitch and roll angles—can be easily recovered.

Since the camera’s height and orientation, the plane parame-
ters, are ideally constant, the dynamics of these parameters can
be well modelled by a Gaussian noise:

bx(t) = bx(t—l) + €& (11)
by = bye-1) + €& (12)
bz(t) = bz(r—l) + € (13)

where € is a noise (scalar) drawn from a centered Gaussian distribu-
tion .47(0, o). The standard deviation ¢ can be computed from pre-
viously recorded camera pose variations. However, we believe that
fixed standard deviations or context-based standard deviations are
more appropriate since they are directly related to the kind of per-
turbations and to the video rate.

At first glance, one can think that the above dynamic model, gi-
ven by Egs. (11)—(13), cannot model all kinds of car motions such
as car maneuvering and running over speed bumpers. However,
according to the particle filtering literature, this dynamic model
can handle all dynamics as long as the support of the noise distri-
bution is large enough (large standard variation for a Gaussian
noise), and hence a large number of particles is needed. Thus, the
price to pay when using this simple model is an increased compu-
tational time.

In case where efficiency and accurate dynamic models are
needed, more sophisticated dynamic models can be used such as
the following adaptive dynamic model:

bxey = bx-1) + 0bx + € (14)
by = byq-1) + oby + €& (15)
byty = bye-1) + 0b; + € (16)

where (ébx,éby,ébZ)T is a deterministic shift in the state vector. In
the literature, usually this shift is dynamically computed as the
difference between the estimated states at two consecutive
frames, i.e., (Sby,oby, 5b,)" =by_1) — b_,). Notice that the simple
dynamic model is a particular case of the model given by Egs.
(14)-(16).

We now analyze how the standard deviation ¢ is governing
the diffusion of the plane parameters through Eqs. (11)-(13).
For clarity purpose, we use a realistic setting for the current road
plane parameters, i.e, u=(0,1,0) and d =1.2m. We assume
that these values have been diffused three times using the above
equations and each time the following three random vectors
have been chosen (7,0,0)",(20,20,206)", and (37,30,30)". If ¢
is set to 0.004 then the drawn heights d will be
1.194 m,1.188 m, and 1.183 m, respectively. The drawn normal
vectors will have 0.39°, 0.77°, and 1.15° deviation from the nom-
inal direction u = (0,1,0).

Since the interval of any Gaussian distribution is roughly given by
[-30,30], the above example shows that the maximum height
changes will be in the interval [-0.017 m, + 0.017 m] and the maxi-
mum cone aperture containing the drawn normals will be 2.3°,
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Fig. 8. The estimated horizon line associated with frames 55 and 182 using the road image only.

4.2.2. Observation model

The observation model should relate the state b, (plane param-
eters) to the measurement z; (stereo pair). We use the following
fact: if the state vector b, encodes the actual plane parameters—
the distance d and the normal u—then the registration error be-
tween corresponding road pixels in the right and left images
should correspond to a local minimum. In our case, the measure-
ment z, is given by the current stereo pair. The registration error
is simply the sum of squared differences between the right image
and the corresponding left image computed over a given region of
interest within the right image. The registration error is given by:

1 2
N z Ity = Tihye+hay, +hs )
P (xryr)eRr0l

e(b) = (17)

where N, is the number of pixels contained in the region of interest.
The above summation is carried out over the right region of interest.
The corresponding left pixels are computed according to the linear
transform given by (1) and (2). The computed x; = h1x, + hyy, + h3
is a non-integer value. Therefore, the grey-level, I;(x,), is set to a lin-
ear interpolation of the grey-level of two neighboring pixels—the
ones whose horizontal coordinates bracket the value x;.

Note that the region of interest is a user-defined region. Roughly
speaking, it should correspond to the road image. Ideally, this re-
gion should not include non-road objects but as we will see in
the experiments this is not a hard constraint. In our experiments,
the ROl is set to a rectangular window that roughly covers the third
bottom of the image. Fig. 5 illustrates a typical region of interest.

The observation likelihood is given by
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Fig. 9. Comparing the pose parameters when a significant occlusion occurs. The solid curves are obtained with the non-occluded images associated with the above sequence.
The dotted curves are obtained when 20 frames of right images of the same sequence are artificially occluded. The occlusion is simulated by setting the vertical half of the

right images to a fixed color. This occlusion starts at frame 40 and ends at frame 60.
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1 e(b
——exp (— ( [2)>
NIX R 20?2
where ¢, is a parameter controlling the aperture of the Gaussian
function.

Computing the state vector b, from the previous posterior dis-
tribution p(b;_1|z1.1) is carried out using the particle filtering
framework. This is described in Fig. 6. The state vector is given
by b = (bx, by, b)" = (4. % .%)".

d dd

p(zi|by) = (18)

4.2.3. Initialization

Note that the initial distribution p(by) can be either a Dirac or
Gaussian distribution centered on a solution provided by the 3D
data-based algorithm or manually specified. Alternatively, this solu-
tion can be obtained using a differential evolution algorithm [31].

5. Experiments

The proposed technique has been tested on different urban
environments. In this section, we will provide results obtained
with three different videos associated with different road struc-
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Fig. 11. Comparing two methods for estimating the camera’s pose parameters. The
solid curves correspond to the developed stochastic approach. The dashed curves
correspond to the 3D data-based approach obtained with full resolution images, i.e.,
640 x 480. The bottom plot displays the manually computed horizon line—the
dotted curve.

tures. Moreover, we provide a performance study using synthetic
videos with ground-truth data.
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Fig. 12. The estimated horizon line associated with frame 160. The white line is
obtained with the proposed method and the black one is obtained with the 3D data-
based approach.

5.1. First experiment

The first experiment has been conducted on a short sequence of
stereo pairs corresponding to a typical urban environment (see
Fig. 5). The stereo pairs are of resolution 320 x 240. Here, the road
is almost flat and the changes in the pose parameters are mainly
due to the car’s accelerations and decelerations. Fig. 7(a) and (b)
depict the estimated camera’s height and orientation as a function
of the sequence frames, respectively. The plotted solutions corre-
spond to the maximum a posteriori solution. The solid curves cor-
respond to an arbitrary ROI of size 270 x 80 pixels centered at the
bottom of the image. The dotted curves correspond to a ROI cover-
ing the road region only (here the ROI is manually set to 200 x 80
pixels centered at the bottom of the image). The arbitrary ROI in-
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cludes some objects that do not belong to the road plane—the vehi-
cles on the right bound. As can be seen, the estimated solutions
associated with the two cases are almost the same, which suggests
that the obstacles will not have a significant impact on the solu-
tion. In this experiment the number of particles N was set to 200
and the parameters were as follows ¢ = 0.002 and ¢, = 1.

In the literature, the pose parameters—plane parameters—can
be used to compute the horizon line. In our case, since the roll an-
gle is very small, the horizon line can be represented by an hori-
zontal line in the image. Once the 3D plane parameters d and
u= (ux,uy,uz)T are computed, the vertical position of the horizon
line will be given by

ad
uyZ,

Vhp =Vo + (19)
The above formula is derived by projecting a 3D point (0,Y,,Z.)
belonging to the road plane and then taking the vertical coordinate
V= oczy—: + Vo. Z,, is a large depth value. In our experiments, Z,, is set
to 6000 m. Fig. 7(c) depicts the vertical position of the horizon line
as a function of the sequence frames. Fig. 8 illustrates the computed
horizon line for frames 55 and 182.

In order to study the algorithm behavior in presence of signifi-
cant occlusions, we conducted the following experiment. We used
the same sequence of Fig. 5. We run the proposed technique de-
scribed in Section 4 twice. In the first run the stereo images were
used as they are. In the second run, the right images were modified
to simulate a significant occlusion. To this end we set the vertical
half of a set of 20 right images to a fixed color. The left images were
not modified. Fig. 9 compares the pose parameters obtained in the
two runs. The solid curves were obtained with the non-occluded
images. The dotted curves were obtained when the right images
of the same sequence are artificially occluded. This occlusion starts
at frame 40 and ends at frame 60. The top of the figure illustrates
the stereo pair 40. As can be seen, the discrepancy that occurs at
the occlusion is considerably reduced when the occlusion
disappears.
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Fig. 13. The estimated camera’s position (first row) and pitch angle (second row) obtained with the proposed stochastic approach for different numbers of particles. (a-c)
Correspond to N = 200, 100, and 50, respectively. As can be seen the estimated parameters are very consistent and are not highly affected by the choice of the particle set size.
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Fig. 14. A frame from the third video sequence.

Fig. 10(a) and (b) depict the estimated camera’s height and ori-
entation as a function of the sequence frames using two different
methods. The solid curves correspond to the developed stochastic
approach and the dashed curves to the 3D data-based approach
outlined in Section 3. This method has used full resolution stereo
images, i.e., 640 x 480. One can see that despite some discrepan-
cies the stochastic method is providing the same behavior of
changes. Moreover, the variations obtained with the proposed
technique are smoother than the ones obtained with the 3D
data-based method.

5.2. Second experiment

The second experiment has been conducted on another short
sequence corresponding to an uphill driving. The stereo pairs are
of resolution 160 x 120. Fig. 11(a) and (b) depict the estimated
camera’s height and orientation as a function of the sequence
frames, respectively. The solid curves correspond to the developed
stochastic approach. The dashed curves correspond to the 3D data-
based approach obtained with full resolution images, i.e.,
640 x 480. Fig. 11(c) depicts the estimated position of the horizon
line as estimated by three methods: the above two methods (solid
and dashed curves) and a manual method (dotted curve) based on
the intersection of two parallel lines. As can be seen, the horizon
line estimated by the proposed featureless approach is closer to
the manually estimated horizon line—assumed to be very close
to the ground-truth data. This suggests that the estimated horizon
line is more accurate than the one estimated by the 3D based ap-
proach. Since the horizon line mainly depends on the plane orien-
tation, it follows that the orientation estimated by the proposed
approach is more accurate than the one estimated by the 3D based
approach. This can be explained by the fact that the latter approach
is based on an explicit 3D reconstruction followed by a 3D plane
extraction that can exclude many measurements related to the
road. Note that the 4 pixel discrepancy between the solid curve
(proposed method) and the dashed curve (3D data-based method)
corresponds to 16 pixel discrepancy in the original image (the pro-
cessed images are sub-sampled).

Fig. 12 displays the estimated horizon line for frame 160. The
white line is obtained with the proposed method and the black
one is obtained with the 3D data-based approach. A short video
showing the computed horizon line by the two automatic methods
can be found at www.cvc.uab.es/~sappa/UphillDriving.avi. Once
again, the white line was computed by the proposed technique
and the black one was computed by the 3D based technique.
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Fig. 15. The camera height (a), pitch angle (b), and roll angle (c) associated with the
third experiment. In this experiment, the vehicle performs a turning manoeuvre
from frame 50 to 140. As can be seen, the pitch angle variation is somewhat
significant.

Fig. 13 displays the estimated camera’s height and pitch angle
associated with the sequence of Fig. 12 when the number of parti-
cles is set to 200, 100, and 50. One can notice that when the num-
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Fig. 16. (a) Depicts a noise-free synthesized stereo pair where the left image (bounded box) is a warped version of the right image using the road plane ground-truth
parameters. (b) Depicts the same stereo pair after a Gaussian noise is added to both images. The standard deviation of the noise was 20.

ber of particles is very small, i.e. 50, the estimated camera height is
slightly affected but there is no impact on the estimated pitch
angle.

5.3. Third experiment

Fig. 15 presents the computed camera height (a), pitch angle
(b), and roll angle (c) associated with another video sequence
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(see Fig. 14). In this experiment, the vehicle performs a turning
manoeuvre from frame 50-140. As can be seen, the pitch angle var-
iation is somewhat significant. The car speed was not high. It was
about 30 km/h.

A non-optimized C code processes one stereo pair in 30 ms
assuming the size of the ROI is 6000 pixels and the number of par-
ticles is 100. Therefore, the proposed approach runs almost 12
times faster than the 3D data-based approach (Section 3).

b s . . . . . . .

5| — Average 1
““““““ Maximum

w S
T T
s s

Orientation Error (degrees)
N

0 . N N N N N N
0 5 10 15 20 25 30 35 40

Noise Standard Deviation

Fig. 17. The errors associated with the plane parameters as a function of the noise standard deviation using synthesized video sequences. (a) Depicts the height errors. (b)
Depicts the plane orientation errors. Each point of the curves—each noise level—corresponds to 5000 stereo pairs corresponding to 25 realizations each of which is a sequence
of 200 perturbed stereo pairs. The solid curves correspond to the average of errors over the 5000 stereo pairs and the dashed curves correspond to the maximum average over

the 25 realizations.
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6. Performance study

So far in this paper the evaluation of the proposed method has
been carried out on real video sequences, including a comparison
with a 3D data-based approach. However, it is very challenging
to get ground-truth data for the on-board camera pose. In this sec-
tion, we propose a simple scheme that can provide the ground-
truth data for the road parameters. To this end, we use a 200-
frame-long real video captured by the on-board stereo camera.
For each stereo pair, we can fix the distance and the plane normal.
Those ones can be fixed for the whole sequence or can vary accord-
ing to a predefined model. Then each left image in the original se-
quence is synthesized by warping the corresponding right image
using the image transfer function encapsulating the road parame-
ters. Then the obtained stereo pairs will be perturbed by adding
Gaussian noise to the grey levels of all pixels.

Fig. 16(a) shows a typical synthetic stereo pair where the right
image is used as it is in the original sequence. However, the left im-
age—the sub-image bounded by the black box—is synthesized by
warping the right image using the 3D road parameters. In this im-
age, the synthesized box is superimposed with the original left im-
age and one can see easily that the warped non-road objects are
not aligned with their original image—the planar parallax.
Fig. 16(b) depicts the same stereo pair when the grey levels have
been perturbed by an additive Gaussian noise whose standard
deviation is set to 20. Here the grey-level of the images has 256
values. The proposed approach is then invoked to estimate the
road parameters from the noisy stereo pairs. The performance
can be directly evaluated by comparing the estimated parameters
with the ground-truth parameters. Since there are two kinds of
parameters: (i) the camera height (plane distance), and (ii) the
plane normal, there will be two errors: the distance error and the
orientation error. The former one is simply the absolute value of
the relative error. The latter one is defined by the angle between
the direction of the ground-truth normal and the direction of the
estimated one.

Fig. 17 summarizes the obtained errors associated with the syn-
thetic stereo pairs. Fig. 17(a) depicts the distance error and
Fig. 17(b) the orientation error. Here one percent error corresponds
to 1.13 cm. Each point of the curves—each noise level—corresponds
to 5000 stereo pairs corresponding to 25 realizations each of which
is a sequence of 200 perturbed stereo pairs. The solid curves corre-
spond to the global average of errors over the 5000 stereo pairs and
the dashed curves correspond to the maximum average over the 25
realizations.
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Fig. 18 shows the obtained error corresponding to one synthe-
sized 200-frame stereo sequence. The standard deviation of the
added noise is 32. Fig. 18(a) depicts the height error. Fig. 18(b) de-
picts the plane orientation error.

7. Discussion and future work

A featureless and stochastic technique for real-time estimation
of on-board stereo head pose has been presented. The method
adopts a particle filtering scheme that uses images’ brightness in
its observation likelihood. The advantages of the proposed tech-
nique are as follows. First, the technique does not need any feature
extraction neither in the image domain nor in 3D space. Second,
the technique inherits the strengths of stochastic tracking ap-
proaches. A good performance has been shown in several scenar-
ios—uphill, downhill and flat roads. Furthermore, the technique
can handle significant occlusions. Although it has been tested on
urban environments, it could be also useful on highways scenarios.
Experiments on real and synthetic stereo sequences have shown
that the accuracy of the orientation is better than the height accu-
racy, which is consistent with 3D pose algorithms.

We point out that even in cases where the particle filtering has
not provided the correct parameters for a few frames (a fraction of
a second), the particle filtering method is able to estimate the cor-
rect parameters for the subsequent frames. The aim of the particle
filter is to keep a lock on the tracked parameters despite possible
inaccuracies affecting some frames.

In the current study, we assumed that the ROI contained a sig-
nificant part of the road. Moreover, we have shown that non-road
objects such as cars and occluding objects do not significantly bias
the estimated parameters. The proposed approach can be nicely
linked to a road segmentation algorithm. Our laboratory is devel-
oping an illuminant invariant road segmentation based on an on-
line non-parametric road model (see [2]).

We believe that the size of the road in the stereo pair has not a
major impact on the accuracy of the plane parameter estimation.
Indeed, there are three degrees of freedom that are estimated
through image registration of a ROI having thousands of pixels in
both images.

Future work will investigate the use of a particle filtering
scheme adopting mixed states. Within this scheme, we wish to
incorporate more accurate dynamic models for common driving
schemes such as car’s acceleration, deceleration, and constant
velocity. Moreover, the use of multiple nested Regions of Interest
will be one research direction.
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Fig. 18. The error corresponding to one synthesized 200-frame stereo sequence. The standard deviation of the added noise is 32. (a) Depicts the height error. (b) Depicts the

plane orientation error.
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