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INTRODUCTION

Facial expression plays an important role in cognition 
of human emotions (Fasel, 2003 & Yeasin, 2006).  The 
recognition of facial expressions in image sequences 
with significant head movement is a challenging 
problem. It is required by many applications such as 
human-computer interaction and computer graphics 
animation (Cañamero, 2005 & Picard, 2001). To clas-
sify expressions in still images many techniques have 
been proposed such as Neural Nets (Tian, 2001), Gabor 
wavelets (Bartlett, 2004), and active appearance models 
(Sung, 2006).  Recently, more attention has been given 
to modeling facial deformation in dynamic scenarios. 
Still image classifiers use feature vectors related to 
a single frame to perform classification. Temporal 
classifiers try to capture the temporal pattern in the 
sequence of feature vectors related to each frame such 
as the Hidden Markov Model based methods (Cohen, 
2003, Black, 1997 & Rabiner, 1989) and Dynamic 
Bayesian Networks (Zhang, 2005). The main contribu-
tions of the paper are as follows. First, we propose an 
efficient recognition scheme based on the detection of 
keyframes in videos where the recognition is performed 
using a temporal classifier. Second, we use the proposed 
method for extending the human-machine interaction 
functionality of a robot whose response is generated 
according to the user’s recognized facial expression.

Our proposed approach has several advantages. 
First, unlike most expression recognition systems that 
require a frontal view of the face, our system is view- 
and texture-independent.  Second, its learning phase is 
simple compared to other techniques (e.g., the Hidden 
Markov Models and Active Appearance Models), that 
is, we only need to fit second-order Auto-Regressive 
models to sequences of facial actions. As a result, 
even when the imaging conditions change the learned 
Auto-Regressive models need not to be recomputed.  

The rest of the paper is organized as follows. Section 2 
summarizes our developed appearance-based 3D face 
tracker that we use to track the 3D head pose as well 
as the facial actions. Section 3 describes the proposed 
facial expression recognition based on the detection of 
keyframes. Section 4 provides some experimental re-
sults. Section 5 describes the proposed human-machine 
interaction application that is based on the developed 
facial expression recognition scheme.

SIMULTANEOUS HEAD AND FACIAL 
ACTION TRACKING

In our study, we use the Candide 3D face model (Ahl-
berg, 2001). This 3D deformable wireframe model is 
given by the 3D coordinates of n vertices. Thus, the 3D 
shape can be fully described by the 3n-vector g - the 
concatenation of the 3D coordinates of all vertices. 
The vector g can be written as:

as Agg +=      (1)

where gs is the static shape of the model, τa  is  the 
facial action vector, and the columns of A are the 
Animation Units. In this study, we use six modes for 
the facial Animation Units (AUs) matrix A, that is, the 
dimension of τa is 6. These modes are all included in 
the Candide model package. We have chosen the six 
following AUs: lower lip depressor, lip stretcher, lip 
corner depressor, upper lip raiser, eyebrow lowerer and 
outer eyebrow raiser. A cornerstone problem in facial 
expression recognition is the ability to track the local 
facial actions/deformations. In our work, we track 
the head and facial actions using our face tracker 
(Dornaika & Davoine, 2006). This appearance-based 
tracker simultaneously computes the 3D head pose and 
the facial actions τa by minimizing a distance between 
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the incoming warped frame and the current appearance 
of the face. Since the facial actions, encoded by the 
vector τa, are highly correlated to the facial expres-
sions, their time series representation can be utilized 
for inferring the facial expression in videos. This will 
be explained in the sequel.

EFFICIENT FACIAL EXPRESSION 
DETECTION AND RECOGNITION

In (Dornaika & Raducanu, 2006), we have proposed 
a facial expression recognition method that is based 
on the time-series representation of the tracked facial 
actions τa. An analysis-synthesis scheme based on 
learned auto-regressive models was proposed. In this 
paper, we introduce a process able to detect keyframes 

in videos. Once a keyframe is detected, the temporal 
recognition scheme described in (Dornaika & Radu-
canu, 2006) will be invoked on the detected keyframe. 
The proposed scheme has two advantages. First, the 
CPU time corresponding to the recognition part will 
be considerably reduced since only few keyframes are 
considered. Second, since a keyframe and its neighbor 
frames are characterizing the expression, the discrimi-
nation performance of the recognition scheme will 
be boosted. In our case, the keyframes are defined by 
the frames where the facial actions change abruptly. 
Thus, a keyframe can be detected by looking for a 
local positive maximum in the temporal derivatives 
of the facial actions. To this end, two entities will be 
computed from the sequence of facial actions τa that 
arrive in a sequential fashion: (i) the L1 norm ||τa||1, and 
(ii) the temporal derivative given by:

Figure 1. Efficient facial expression detection and recognition based on keyframes

Figure 2. Keyframe detection and recognition applied on a 1600-frame sequence
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In the above equation, we have used the fact that 
the facial actions are positive. Let W be the size of a 
temporal segment defining the temporal granulometry 
of the system. In other words, the system will detect 
and recognize at most one expression every W frames. 
In practice, W belongs to [0.5s, 1s]. The whole scheme 
is depicted in Figure 1. 

In this figure, we can see that the system has three 
levels: the tracking level, the keyframe detection level, 
and the recognition level. The tracker provides the facial 
actions for every frame. Whenever the current video 
segment size reaches W frames, the keyframe detection 
is invoked to select a keyframe in the current segment 
if any.  A given frame is considered as a keyframe if 
it meets three conditions: (1) the corresponding Dt is a 
positive local maximum (within the segment), (2) the 
corresponding norm ||τa||1 is greater than a predefined 
threshold, (3) its far from the previous keyframe by 
at least W frames. Once a keyframe is found in the 
current segment, the dynamical classifier described in 
(Dornaika & Raducanu, 2006) will be invoked.

Figure 2 shows the results of applying the proposed 
detection scheme on a 1600-frame sequence containing 
23 played expressions. Some images are shown in Figure 
4. The solid curve corresponds to the norm ||τa||1, the 
dotted curve to the derivative Dt and the vertical bars 
correspond to the detected keyframes. In this example, 
the value of W is set to 30 frames. As can be seen, out 
of 1600 frames only 23 keyframes will be processed 
by the expression classifier.

EXPERIMENTAL RESULTS

Recognition results: We used a 300-frame video 
sequence. For this sequence, we asked a subject to 
display several expressions arbitrarily (see Figure 
3). The middle of this figure shows the normalized 
similarities associated with each universal expression 
where the recognition is performed for every frame in 
the sequence. As can be seen, the temporal classifier 
(Dornaika & Raducanu, 2006) has correctly detected the 
presence of the surprise, joy, and sadness expressions. 
Note that the mixture of expressions at transition is 
normal since the recognition is performed in a frame-
wise manner. The lower part of this figure shows the 
results of applying the proposed keyframe detection 
scheme.  On a 3.2 GHz PC, a non-optimized C code 
of the developed approach carries out the tracking and 
recognition in about 60 ms.

Performance study: In order to quantify the recog-
nition rate, we have used 35 test videos retrieved from 
the CMU database. Table 1 shows the confusion matrix 
associated with the 35 test videos featuring 7 persons. 
As can be seen, although the recognition rate was good 
(80%), it is not equal to 100%. This can be explained 
by the fact that the expression dynamics are highly 
subject-dependent. Recall that the used auto-regressive 
models are built using data associated with one subject. 
Notice that the human ‘ceiling’ in correctly classifying 
facial expressions into the six basic emotions has been 
established at 91.7%.

Surprise (7) Sadness (7) Joy (7) Disgust (7) Anger (7)
Surprise 7 0 0 0 0
Sadness 0 7 0 5 0
Joy 0 0 7 0 0
Disgust 0 0 0 2 2
Anger 0 0 0 0 5

Table 1. Confusion matrix for the facial expression classifier associated with 35 test videos (CMU data). The 
model is built using one unseen person
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HUMAN-MACHINE INTERACTION

Interpreting non-verbal face gestures is used in a wide 
range of applications. An intelligent user-interface 
not only should interpret the face movements but also 
should interpret the user’s emotional state (Breazeal, 
2002). Knowing the emotional state of the user makes 
machines communicate and interact with humans in a 
natural way: intelligent entertaining systems for kids, 
interactive computers, intelligent sensors, social robots, 

Figure 3. Top: Four frames (50, 110, 150, and 250) associated with a 300-frame test sequence. Middle: The 
similarity measure computed for each universal expression and for each non-neutral frame of the sequence-the 
framewise recognition. Bottom:  The recognition based on keyframe detection.

to mention a few. In the sequel, we will show how our 
proposed technique lends itself nicely to such applica-
tions. Without loss of generality, we use the AIBO robot 
which has the advantage of being especially designed for 
Human Computer Interaction. The input to the system 
is a video stream capturing the user’s face.

The AIBO robot: AIBO is a biologically-inspired 
robot and is able to show its emotions through an ar-
ray of LEDs situated in the frontal part of the head. In 
addition to the LEDs’ configuration, the robot response 
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contains some small head and body movements. From its 
concept design, AIBO’s affective states are triggered by 
the Emotion Generator engine. This occurs as a response 
to its internal state representation, captured through 
multi-modal interaction (vision, audio and touch). For 
instance, it can display the ‘happiness’ feeling when it 
detects a face (through the vision system) or it hears 
a voice. But it does not possess a built-in system for 
vision-based automatic facial-expression recognition. 
For this reason, with the scheme proposed in this paper 
(see Section 3), we created an application for AIBO 
whose purpose is to enable it with this capability.

This application is a very simple one, in which the 
robot is just imitating the expression of a human sub-
ject. Usually, the response of the robot occurs slightly 
after the apex of the human expression. The results 
of this application were recorded in a 2 minute video 
which can be downloaded from the following address: 
http://www.cvc.uab.es/~ bogdan/AIBO-emotions.avi. 
In order to be able to display simultaneously in the 
video the correspondence between subject’s and robot’s 
expressions, we put them side by side.

Figure 4 illustrates five detected keyframes from the 
1600 frame video depicted in Figure 2. These are shown 
in correspondence with the robot’s response. The middle 
row shows the recognized expression. The bottom row 
shows a snapshot of the robot head when it interacts 
with the detected and recognized expression.

CONCLUSION

This paper described a view- and texture-independent 
approach to facial expression analysis and recognition. 
The paper presented two contributions. First, we pro-
posed an efficient facial expression recognition scheme 
based on the detection of keyframes in videos. Second, 
we applied the proposed method in a Human Computer 
Interaction  scenario, in which an AIBO robot is mir-
roring the user’s recognized facial expression.
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KEy TERMS

3D Deformable Model: A model which is able to 
modify its shape while being acted upon by an external 
influence. In consequence, the relative position of any 
point on a deformable body can change.

Active Appearance Models (AAM): Computer Vi-
sion algorithm for matching a statistical model of object 
shape and appearance to a new image. The approach is 
widely used for matching and tracking faces.

AIBO: One of several types of robotic pets de-
signed and manufactured by Sony. Able to walk, “see” 
its environment via camera, and recognize spoken 
commands, they are considered to be autonomous 
robots, since they are able to learn and mature based 
on external stimuli from their owner or environment, 
or from other AIBOs.

Autoregressive Models: Group of linear prediction 
formulas that attempt to predict the output of a system 
based on the previous outputs and inputs.

Facial Expression Recognition System: Com-
puter-driven application for automatically identifying 
person’s facial expression from a digital still or video 
image. It does that by comparing selected facial features 
in the live image and a facial database.

Hidden Markov Model (HMM): Statistical model 
in which the system being modeled is assumed to be 
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a Markov process with unknown parameters, and the 
challenge is to determine the hidden parameters from 
the observable parameters. The extracted model param-
eters can then be used to perform further analysis, for 
example for pattern recognition applications.

Human–Computer Interaction (HCI): The study 
of interaction between people (users) and computers. 
It is an interdisciplinary subject, relating computer 
science with many other fields of study and research 
(Artificial Intelligence, Psychology, Computer Graph-
ics, Design).

Social Robot: An autonomous robot that interacts 
and communicates with humans by following the social 
rules attached to its role. This definition implies that a 
social robot has a physical embodiment. A consequence 
of the previous statements is that a robot that only 
interacts and communicates with other robots would 
not be considered to be a social robot.

Wireframe Model: The representation of all sur-
faces of a three-dimensional object in outline form.


