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Abstract. This paper discusses a computer vision based approach for enhancing 
a physical environment with machine perception.  Using techniques for assess-
ing the distance and orientation of a target from the camera, we detect user pres-
ence and estimate whether an object of interest is the focus of attention of the 
user.  Our solution uses low-cost cameras and is designed to be robust to light-
ing variations typical of home and work environments. We argue why this ap -
proach is a useful component for the incremental construction of aware envi-
ronments and discuss some practical applications of using such a system. 

1   Introduction 

1.1   Overview 

A key component of the Ambient Intelligence vision [1] is the capability to interact 
with a computational environment in natural and personalised ways.  One way to 
achieve naturalness is by means of implicit input  [2], Implicit input entails that our 
natural interactions with the physical environme nt provide sufficient input to a variety 
of non-standard devices without any further user intervention. Such automatically 
captured input contrasts the current model of interaction where the user has to per-
form several secondary tasks relating to the operation of the computing device in 
order to achieve their primary task. Attaining this capability involves in endowing 
everyday objects with machine perception capabilities. By machine perception we refer 
to the whole class of sensing and pattern recognition techniques that can be deployed 
to sense and interpret aspects of activities taking place within the physical enviro n-
ment of interest.  

Potentially, machine perception offers significant advantages to users. It can help 
disambiguate input, e.g., knowing wh o’s talking to whom, which display is attended to 
so as to route system output, etc. Machine perception can be achieved with a variety 
of technologies (pressure sensors, video cameras, radio-frequency tags, fingerprint 
readers), which are integrated in objects commonly found in our environment (chairs, 
tables, displays). Each of these technologies has their respective advantages and 



disadvantages concerning robustness, complexity, costs and the type of inferences 
that can be made about user activity. This paper discusses some applications of com-
puter vision techniques to support implicit input in ubiquitous computing enviro n-
ments. In particular, we discuss the detection of person proximity to an object of inter-
est and whether this person faces towards the object. This helps to estimate whether 
that objects becomes user’s focus of attention. The intuitive idea that people will face 
objects they are interested in is supported by some empirical research at Microsoft [4].  
Computer vision offers several advantages over competing technologies (e.g., move-
ment sensors, ultrasound) to answer this question. 

1.2   Indoor Person Presence Detection 

The problem of indoor person presence detection can be addressed at different scales 
and varying resolutions [3].  At a building level, one might be interested to know 
which room people are in, e.g. for supporting an Intercom type of application [12]. At a 
room level, we might wish to broadly detect which part of the room a person is at (near 
the window, door, table). At sub-room level we might want to know more precisely the 
coordinates of a person, or whether this person is directing his attention to a particular 
object of interest. Depending on the type of detection we address, several ranges of 
error are tolerable. For example, an error of a few meters is considered a good approxi-
mation for presence detection at building level, while for other tasks, e.g., whether a 
user is attending to a small display, the error cannot be greater than a few centimetres. 

Current solutions for building level detection are based on wireless communication 
devices. A classical demonstration of location awareness is the Active Badge system 
[15] developed at the Olivetti research labs, based on infrared emitting badges. In [3], 
they present a system that relies upon RF identifiers placed in the shoes of users and 
floor-mat antennas. Based on a history of information recorded by the receiver the 
system can estimate whether the person is in a room or not.  A more recent method 
based on ultrasound active  badges is presented in [10]. 

For room-level presence detection, in [13] they created a “smart floor”, whose pur-
pose is to identify and track the people stepping on it. The floor contains force meas-
uring load cells.  In [3], [7] and [9] they use computer vision in order to track several 
persons in real-time. The persons’ location in the room is established based on a com-
bination of knowledge of the cameras’ relative location, fields of view of the cameras 
and heuristics on the movements of people.  Compared to computer vision based solu-
tions, such technologies are robust to varying lighting conditions but do not help with 
verifying focus of attention (where a person is facing to).  

Several computer vision based techniques have been proposed for sub-room level 
detection. These rely either on localizing a badge carried by the user [8] or on face 
localization [5], [11] and  [14]. 

This paper discusses a method for estimating the attention of a person towards an 
object, by detecting whether a special badge carried by the person is facing towards 
the camera and whether the distance between the badge and the camera is below a 
certain threshold. It is assumed that the camera is placed in such a position in order to 



optimise the interaction between the user and the device that is attached to.  We want 
to avoid situations in which, for objects of very large dimensions (like wall-mounted 
displays, for instance), when the user is facing towards the object the badge cannot be 
visible by the camera. 

The paper is structured as  follows. Section 2 describes the system developed. In 
section 3 we discuss some potential applications that are currently under way. Finally, 
in section 4, we will present our conclusions and draw some guidelines for future work. 

 
 
2 System Descriptiom 

2.1   Overview 

Our system consists of two components (see figure 1):  
- a perceiving component, represented by a LogitechTM webcam with an infra-red 
filter and an array of infra-red LEDs placed around the camera in form of a ring;  
- a passive component, represented by a badge, which has reflector tape patches 
attached on it.  

The role of the filter is to let pass only those frequencies of the light that are close 
to the infrared rays spectrum. By using this kind of filter, the camera will perceive 
mostly the light that is reflected from these reflector patches. In consequence, back-
ground information is discarded from the beginning, making the image analysis pro c-
ess much simpler. 
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Fig. 1.  Experimental hardware setup: (a) a Logitech webcam provided with an IR-light 

source and IR filter and (b) the first author wearing the target with IR reflector material and 
facing the camera 

 
 



The badge is a rectangle made of rigid paper and has attached patches of reflector 
tape (in shape of discs), on each of its  four corners. A very important property of this 
material is that it reflects the infrared light back, on the same direction it came from the 
source (infrared LEDs). The size of the badge is 10x15 centimetres and the discs have a 
diameter of 2 centimetres.  

2.2   Description of the Method 

The standard approach for estimating the 3D coordinates of a point in space, a stereo 
vision system is needed. Thus, the 3D coordinates are estimated based on the pixel 
disparity, i.e. the difference in object pixels’ location in the two images. One of the 
disadvantages of using a stereovision system (besides its higher cost and necessity 
for specific hardware) is that accidental changes in the orientation of one of the cam-
eras require a recalibration of the whole system. This makes stereo-vision based solu-
tion insufficiently robust for dynamic environments like the home or the office.   

Here we explore an alternative, i.e. to estimate the 3D coordinates based on the 
info rmation about the points and lines whose perspective projection we observe. Such 
relations with the perspective geometry constraints can often provide enough informa-
tion to uniquely determine the 3D coordinates of the object. Such knowledge can come 
about when we have a model of the object being viewed in the perspective projection. 
The technique to inference the 3D point coordinates when knowing its 2D coordinates 
on the image plane of the camera is called “inverse perspective proje ction”. In our 
case, we use a technique that is described in [6], which allows  the 3D reconstruction 
based on the observed perspective projection of two parallel line segments (the lines 
connecting the centres of the two patches situated along the vertical edge of the 
badge, for instance).  This method does not use any information re garding camera’s 
absolute orientation in the scene. We always express the relative position of the per-
son with respect to the camera. In consequence, small modifications in the camera 
position will not affect system’s performance.  

2.3   System’s Performance 

Since we looked for a low-cost solution to our problem, we tested the algorithm on a 
PC of modest performances with 128 MB of RAM and a processor of 730 KHz. We set 
the frame rate of the webcam at 10 frames/sec, which is acceptable for real-time track-
ing. 

The experiments performed were intended to assess the accuracy of the distance 
measured by the proposed algorithm. In the case of infrared technology, the only 
factor that can affect the performances of the algorithm described above is the amount 
of infrared radiation presented in the environment. Empirical experiments demonstrated 
the robustness of our system in case of diffused natural light, considered during dif-
ferent moments of the day, and also artificial light. In our view, these are the most 
likely scenarios in an office or home environment. We found that only direct sunlight, 
presented in the scene covered by the camera, can affect system’s performance. 



We estimated the accuracy of the distance measured when the target was posi-
tioned at orientations of 0, 30 and 45 degrees with respect to the camera. The distance 
range was set between 40 centimetres and 2 meters.  The error in distance estimation, 
at 2 meters (which is the maximum distance perceived by the system in its current con-
figuration), was  about 4%.  

For most applications inside a home or a small office space, it can reasonably be 
expected that the threshold dis tance relating to when a person is paying attention to a 
specific device, should fall within the mentioned range. The low-end of the distance 
range would corresponds when the user is in front of a PC, while the high-end would 
correspond for the case of  “wall mounted display”.   

3   Applications  

In what follows, we sketch out some applications of this system that we are currently 
developing to demonstrate and to test the concept of attention detection. 

3.1   Magnifying Map 

The first demo of our system is envisioned as an application for info-kiosks, which 
may be found at tourist offices, for instance, and offer practical information fo r the 
newcomers. When there is no person in front of the camera, the system will display a 
neutral screen. Once the system notices the presence of a person (for a couple of sec-
onds), it assumes that as an “attention-getting“ event and displays a map on the 
screen. The level of details shown on the map is depending on the distance of the 
person with respect to the camera. If the person is situated afar (about 2 meters), then 
the system displays a general map of the city. As the person approaches, the level of 
details changes accordingly, so that at a closer distance (half meter), the current 
neighborhood is highlighted on the map. When the person moves away, then the 
system returns to its stand-by mode, waiting for the next visitor.  This behavior can 
help overcome the limited resolution of large-scale electronic displays when compared 
to printed paper (for which more detail can be attained simply by walking up to the 
map). 

3.2   “Follow-Me” Displaying Message System 

This application is intended to illustrate how the contextual information can be used in 
order to have the incoming messages displayed at the most convenient location. We 
install our system on several workstations (WS). These WSs, on their turn, are con-
nected to a message delivery server. In figure  2 we depicted a very simplified sketch of 
the configuration described. 

Each time a WS notices the presence of a person nearby, it sends an event to the 
server (the WS can send any ID, maybe the most easy way is to send its own network 



address). The server keeps track of the last WS where the person “has been seen”, so 
that when a message destined to that person arrives to the server, it knows which is 
the terminal closest to him/her. This way, the person doesn’t have to go to a specific 
location in the building in order to check for new messages. This is a realistic scenario, 
taking into account that is very common that a person can be present, throughout the 
day in several locations, not only in his/her office. As an example, we can refer to the 
university environment, where the researchers, besides their office, often has to go to 
a lab to do some experiments or have to attend a discussion session in a meeting room. 

 
 

 

 
 

Fig.2.  A sketch of the system architecture used for the 
 distributed messaging application 

 
 

On the other hand, this application shows that the creation of an aware enviro n-
ment can be addressed incrementally, starting with one perceiving device and dynami-
cally add others, as they become available. 

3.3   Discussion 

The presented applications are limited to a single (anonymous) user. Other applic a-
tions that can be envisioned (using this limitation) are related with a museum enviro n-
ment. Detecting a gallery visitor, who wears a badge, in front of a painting, may then 
trigger the playback of recorded audio information related with it . 

The fact that all users of the system wear a unique badge and are indistinguishable 
offers advantages and disadvantages.  In some cases, anonymity may be preferred by 
users, for instance in  the museum example. In other cases, correct allocation of a dis-
play would benefit from user identification, to show a personalized message on the 



monitor he is facing to. The current limitation can be overcome, by extending the cur-
rent badge with a new one, having encoded (through a number of dots) the identity of 
the person who carries it. This way, we could enhance the contextual information, by 
adding person’s identity. This thing would be very useful for the second applic ation 
mentioned in  this section (“Follow-Me”), because the system could know which per-
son actually stays in front of it. By delivering only personalized messages, user’s 
privacy can also be protected. 

In order to experiment with an ‘aware display’ that will be used in the context of 
messaging applications, we have constructed a prototype screen enhanced with the 
camera as shown in figure 3.  This device, which is under construction, will enclose a 
single-board PC [16] and will offer PC functionality from its touch-screen.  This pack-
aging of our system is crucial to enable field testing of awareness applications, so that 
they will be acceptable to install temporarily in people’s home. It also serves as a crude 
prototype of the devices we expect to furnish an aware home.   

 
 

 
 
 

Fig. 3. A “transparent” representation for an ubiquitous computing component: a 
touchscreen enhanced with perceptive capability due to the embedded webcam  

4   Conclusions and Future Work 

In this paper we proposed a new, low-cost solution to detect user’s presence at  sub-
room level resolutions. This approach presents a high robustness against varying 
lightning conditions. The detection range is between 40cm and 2m, which makes it 
suitable for a large variety of applications. In consequence, this will allow a redefini-
tion of the term “near”, depending on the context the application will be developed for. 
Applications that are currently under development have been discussed and also 
other potential ones have been proposed. 



While the presented method gave some very encouraging results, it obligates the 
person to wear this target attached to his close.  In everyday context this can be an 
onerous obligation for the user.  On the other hand, it provides a direct mechanism to 
the user to control when his activities are monitored and responded to: the user can 
simply remove the badge.  

There are several alternative mechanisms to detect user proximity, e.g., using RFID 
tags, or using ultrasound signals.  These approaches can work very accurately in 
domestic environments and can be very robust when there is no interference with 
other electronic devices.  However, computer vision is better suited for the specific 
problem of detecting the direction the user is facing in. In our next step we shall inves-
tigate the feasibility of detecting user’s attention without the need for reflecting 
badges, by d irectly detecting the human face and head pose in the scene. 
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