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ABSTRACT

This paper describes a human machine interaction applica-
tion for building panoramic views easily and efficiently. The
panoramas are not limited to the 1D problem (one axis of ro-
tation). The viewing direction of the camera acquiring snap-
shots is directly controlled by the tracked user’s gaze direction
through a 3D face tracker. Natural face motions can be used
to control local or remote camera in order to build panoramic
views. The resulting system may find applications in online
environment mapping as well as in video surveillance. The
developed system was applied to map some indoor and out-
door scenes.

I ndex Terms— Panoramic view, Human Computer Inter-
action, Face tracker

1. INTRODUCTION

Building panoramic images is very useful for many appli-
cations such as augmented and virtual reality, environment
mapping, and video surveillance. There are mainly two ways
to build a panoramic view. The first way is to use a wide
field sensor such the omnidirectional and catadioptric sensors.
Catadioptric sensors allow panoramic images to be captured
without any camera motion. However, since a single sensor
is typically used for the entire panorama, the resolution may
be inadequate for many applications. The second way is to
compose mosaics from individual high-resolution images ac-
quired independently by one or more cameras [1, 2]. There
are two major steps in image mosaicking: i) image registra-
tion, and ii) image blending. Image registration determines
the geometric transformations that align images to a mosaic.
These transformations are 2D projective mappings (homogra-
phies) when the camera rotates around its center of projection.
Once images are aligned and warped, blending is needed to
eliminate artifacts along image borders. Building image mo-
saics with a pure camera rotation becomes a classical task [3].
However, controlling the camera viewing direction is done ei-
ther manually (hand-held camera) or automatically by using
a predefined sequence of pan and tilt angle values. While
these schemes are well suited for the 1D problem (one axis
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of rotation), they become very difficult for the general case
(capturing a large part of the whole viewing sphere). There-
fore, in the general case, the interaction between the user
and the viewed scene is very limited. If the camera view-
ing direction is controlled online by the user’s gesture (e.g.,
the users’s hand or facial gaze acts as a 3D pointing device)
then not only the components of panoramic view will be ac-
quired through a human machine interaction fashion but also
the panorama is directly controlled by the user in the sense
that the panorama can be easily and rapidly updated. For ex-
ample, if the scene is a meeting room, the number of indi-
vidual snapshots (panorama components) can be high for the
pitch angles associated with the subjects, and can be very low
for a non-interesting region (e.g., the room ceiling).

In this paper, we introduce a system capable of build-
ing panoramic views that are not limited to the 1D problem
through the use of tracked 3D face gaze. Recently, we have
developed a real-time face and facial feature tracking method
based on Online Appearance Models (OAMs) [4].

This paper shows that panoramic views can be easily con-
structed using our face tracker [4]. The user tracked gaze con-
tinuously controls the gaze of a robotics vision sensor used
for acquiring several snapshots of the scene. The proposed
scheme for estimating and tracking the 3D face pose are au-
tomatic. Moreover, the used panorama builder is fully auto-
matic [5]. The remainder of the paper is organized as fol-
lows. Section 2 briefly describes the 3D face tracker based on
monocular video sequence captured by a fixed camera. Sec-
tion 3 describes the proposed automatic camera control for
panoramic view construction. It presents some experimental
results.

2. 3D FACE TRACKER

In our study, we use the 3D face model Candide [6]. This 3D
deformable wireframe model was first developed for the pur-
pose of model-based image coding and computer animation.
Besides its simplicity, this 3D model encapsulates facial ac-
tions due, for instance, to facial expressions. At any time, this
3D deformable model can be described by the state vector:

b = [9?67 eya 9Z7 123 ty7 Tz TGT ]T (1)

where:



e 4., 0,,and 6, represent the three angles associated with
the 3D rotation between the 3D face model coordinate
system (the user’s face) and the camera coordinate sys-
tem. In our case, the direction of the user’s gaze is given
by the two angles ¢, and 6,,.

o ¢, ty, and ¢, represent the three components of the 3D
translation vector between the 3D face model coordi-
nate system and the camera coordinate system.

e Each component of the vector 7, represents the in-
tensity of one facial action such as eyelid raiser, lip
stretcher, eyebrow raiser, etc. This belongs to the in-
terval [0,1] where the zero value corresponds to the
neutral configuration (no deformation) and the one
value corresponds to the maximum deformation.

Given a monocular video sequence depicting a moving
face, we would like to recover, for each frame, the 3D face
pose and the facial actions encoded by the control vector 7.
In other words, we would like to estimate the vector b (1) at
time t. Figure 1 depicts our proposed 3D face tracker. The ini-
tialization part relies on a 2D face detector and on a statistical
facial texture. The tracking part relies on image registration
based on the principles of Online Appearance Models.
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Fig. 1. A full automatic 3D face and facial feature tracker.

2.1. 3D faceposeinitialization

As can be seen, the face tracker requires the knowledge of
the state vector (the 3D face pose parameters and the facial
actions) associated with the first frame in the monocular video
sequence. Note that even though the static 3D shape of the
user’s face model is known inferring its 3D pose (face pose
parameters) with respect to the camera using a single image
is a challenging task since there is no correspondence between
the 3D wireframe model and the raw image.

In order to compute the 3D face pose parameters associ-
ated with the first frame, we will use a statistical facial texture
model which is built offline. The 3D face pose parameters are
then estimated by minimizing the distance between the input
image texture and a learned face space—eigenface system.
Reaching the global minimum of this error can be achieved
using the Differential Evolution (DE) algorithm [7, 8]. In the
current implementation, we assume that the first frame in the

video captures a face with a neutral configuration®. There-
fore, the state vector will reduce to six parameters describing
the 3D face pose, that is, b; = [, 6,,0.,ts,t,,t.,07]T.

The initial population (initial set of solutions) required by
the DE algorithm is randomly drawn around the initial solu-
tion by = [0,0,0,¢%, %, 5,077,

The 2D translation (¢7, t;) is set to the center of the rect-
angle found by Viola & Jones face detector [9]. The scale ¢}
is directly related to the size of the detected rectangle.

Figure 2 illustrates the automatic 3D face pose initializa-
tion associated with two unseen images.

Fig. 2. Automatic 3D face pose initialization. Left column:
Two unseen images together with the 2D face detector results.
Right column: The corresponding 3D face pose using the
Differential Evolution algorithm.

2.2. Simultaneous face and facial action tracking

In the previous section, we have addressed the initialization
problem, i.e., the estimation of the state vector (the 3D face
pose) for the first video frame. In this section, we will de-
scribe the tracking process, i.e., the real-time estimation of
the state vector (the 3D face pose and the facial actions) for
every subsequent video frame. Certainly, one can use the
same initialization process for estimating the state vector for
every frame in the video. However, using this scheme has
three major disadvantages: (i) it cannot run in real-time, (ii)
the 2D face detector may fail when the face undergoes un-
der significant out-of-plane movements, and (iii) the statis-
tical facial texture model is fixed in the sense that it does
not take into account possible appearance changes during the
whole video sequence. We tackle these limitations by using
our real-time tracker based on Online Appearance Models [4].
This appearance-based tracker aims at computing the 3D face
pose and the facial actions, i.e. the vector b, by minimizing
a distance between the incoming warped frame and the cur-
rent shape-free appearance of the face. This minimization is

1This assumption is very realistic since the neutral state is usually the
user’s emotion state.



carried out using a gradient descent method. The statistics
of the shape-free appearance as well as the gradient matrix
are updated every frame. This scheme leads to a fast and ro-
bust tracking algorithm. On a 3.2 GHz PC, a non-optimized
C code of the approach computes the 3D face pose and the
facial actions in 50 ms.

Fig. 3. The experimental setup. A fixed camera tracks the
user’s gaze direction. This direction is then imitated by a pan
and tilt camera to acquire the individual snapshots needed for
constructing the panoramic view.

3. PANORAMIC VIEWSTHROUGH USER
TRACKED GAZE

The proposed user’s face pose tracker is used for controlling
the camera viewing direction. By mimicking the direction of
the user’s gaze (in our case, this is described by the pitch and
yaw angles 6, and ¢,, of the 3D face pose), a robot’s camera
can take periodically snapshots of the current perceived re-
gion. At the end of the process, the panoramic image of the
region of interest is built, from the extracted snapshots by ap-
plying an image mosaicking technique. For this purpose we
used the AutoStitch™ application, developed by M. Brown
and D. Lowe from UBC, Canada [5]. This is a fully auto-
matic technique that builds a panorama by stitching images
through the estimation of camera parameters (mainly 3D ro-
tations) based on matched Scale Invariant Features Transform
(SIFT) keypoints.

A typical configuration of our experimental setup is de-
picted in Figure 3. The input to the system consists of a video
stream capturing user’s face from a fixed camera. The corre-
sponding pitch and yaw angles of the user’s face (estimated
by the 3D face tracker) are encoded and sent to the moving
camera using a wireless network. Without any loss of gener-
ality, we used in our experiments Sony’s AIBO robot, which
has the advantage of being especially designed for interaction
with persons.

The orientation of robot’s head (the viewing direction of
the robot’s camera) is updated online according to the desired
direction imposed by the user’s gaze, i.e. the pitch and yaw
of the user’s face. Although only the pitch and yaw angle are
needed for controlling the robot camera viewing direction, all

six degrees of freedom associated with the 3D face pose are
tracked since they are coupled.

It is worth noting that even though the projection center
of the robot camera does not coincide with the 3D rotation
center, the images acquired by the camera are still related by
an homography since this distance can be considered as very
small compared to the distance between the camera and the
scene.

Figure 4 depicts the data flow between the real-time 3D
face tracker and the AIBO’s camera. Figure 6 illustrates the
results of gaze tracking and imitation associated with a 691-
frame sequence. In this video, the person looks around with-
out any restriction. Only eight frames are shown in the figure.
The left column displays the user’s face pose and the right col-
umn shows the corresponding snapshot of the scene as seen
by the AIBO’s camera. The lower part of this figure illustrates
a panoramic image computed from the captured individual
snapshots. In this case, the field of view of the panoramic
view in the horizontal direction was multiplied by three. In
a broader context, the user and the robot can be very distant
from each other. This case corresponds to a telepresence ap-
plication where the user is exploring a remote (dangerous or
inaccessible) spot by only changing his face pose.

Figure 5 illustrates the reconstructed panoramic views as-
sociated with an indoor scene and an outdoor scene.
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Fig. 4. Data flow for a user’s gaze tracking and imitation. The
user’s gaze direction is estimated using a fixed camera and is
continuously controlling the gaze of the AIBO’s camera that
captures the remote scene.
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4. CONCLUSION

This paper presented a system for panoramic view construc-
tion based on user’s gaze tracking. The developed system
offers a lot of flexibility and is is very useful whenever non
1D panoramic views are constructed.
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Fig. 5. Panoramic views built with users’ tracked gaze.
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Fig. 6. Left column: Some input images from the original
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by the controlled robot’s camera.  Bottom: A panoramic
view obtained from the individual snapshots.



