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Abstract

Since its birth, more than five decades ago, one of the biggest challenges of artificial intelligence remained the building of intelligent
machines. Despite amazing advancements, we are still far from having machines that reach human intelligence level. The current paper
tries to offer a possible explanation of this situation. For this purpose, we make a review of different learning strategies and context types
that are involved in the learning process. We also present the results of a study on cognitive development applied to the problem of face
recognition for social robotics.
� 2007 Elsevier B.V. All rights reserved.
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1. Introduction

The golden dream of artificial intelligence (AI) remains
to design and build systems showing human-like intelli-
gence. Nowadays, the machines can perform remarkable
things: there are chess algorithms able to play at interna-
tional masters complexity levels, applications to coordinate
the deployment of troops on the battle field, computer
aided tools which allow us to design from the most power-
ful microprocessors to the most sophisticated airplanes.
But, on the other hand, despite of the high complexity of
the previously mentioned systems, none of them is able
to, for instance, interpret the objects that appear in an
image, comment a story, answer a question, in general
things that would not assume any difficulty for a normal
person. At first sight, we cannot say we lack of necessary
tools or we lack of high-skilled people (engineers and
researchers) in order to develop systems which show a cer-
tain degree of intelligence (actually, there are a huge num-
ber of examples in the area of expert systems). On the other
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hand, the field of Artificial Intelligence is full of theories
and learning algorithms. At this point, the natural question
that arises is: what failed in AI’s strategy?

One of the main reasons is that all the previously men-
tioned examples are task-oriented. In other words, the
efforts of artificial intelligence were split in many different
subdomains: computational linguistics, planning, computer
vision, etc. All these areas focuses on separate tasks like
inheritance, classification, control and ignore the richness
and complexity of the human mind. One of the first who
noticed this trend in AI was Allen Newell. In Newell
(1973), he was criticizing the study of isolated components
of human mind without considering their interaction. He
also pointed out the fragmented character of AI research.
As alternative, he proposed closer ties between AI and cog-
nitive psychology.

For instance, we usually identify objects in several ways:

• by their appearance (color, luminance, shape, texture);
• by their physical properties (mass, elasticity);
• their presence depends on the spatial/temporal context;
• dynamic behavior which depends on how the action has

been applied to them;
• their use.
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Table 1
Comparative between classical approach of intelligent systems and the
cognitive perspective

Classical paradigm Cognitive perspective

Centered on the programmer Centered on the system
The programmer possess the

knowledge
The system discovers and build the
knowledge

The programmer provides the
resources

The system finds the resources

Off-line learning On-line learning
The programmer ‘teaches’ the

system
The system learns by itself

Learning process is limited and
isolated

Learning process is continuous and
contextual

The system carries programmer’s
vision

The system develops its own’self ’
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In profound contrast with these complex aspects, we
remind the story that took place at MIT’s AI lab more
than four decades ago. In the summer of 1966, Marvin
Minsky asked one of his students, Gerald Sussman, to
solve the following problem: connecting a TV camera to
a computer, write a program in order to categorize the
objects that appear in the scene.1 Even if the outcome of
this attempt proved to be finally unsuccessful, it served
to show the general underestimation of the difficulties
involved in simulating the cognitive processes. This failure
can be explained by the fact that classical AI researchers
adopted the hypothesis stated by Newell and Simon who
claim that humans use symbolic systems to think (Newell
and Simon, 1961).

Apart from the previous aspect of the relational repre-
sentation of knowledge, another element to be taking into
account refers to the temporal dimension, how the stored
information changes over time and how new information
is integrated with the existing one. Humans are endowed
with an evolutionary mechanism, which allows them to
learn since the birth time. This process is a continuous,
incremental one which takes place all along our lifetime.
Although some initial specifications of the learning scheme
are codified in our genes, a crucial factor in our develop-
ment is represented by our everyday experiences acquired
both via our social interactions and via our interactions
with the environment where we live. In Goren et al.
(1975), Johnson et al. (1991), the authors claim that the
newborn babies arrive to this world pre-wired with the abil-
ity to recognize face-like patterns. It looks like that they are
attracted by moving stimuli which resemble human faces.
Later on, and according with the evolution of our cognitive
abilities, we learn to distinguish different subclasses within
face class: males/females, young/mature/old, familiar/
unfamiliar, etc. (de Gelder and Rouw, 2001). Opposite to
this cognitive development, in classical AI the systems were
pre-programmed for the detection of certain patterns both
in time and frequency and correlations among them. This
approach implied an explicit representation of the world,
since the programmer was in charge to collect hand-picked
samples of data. It was unlikely that with the human inter-
vention meet the demands of many challenging cognition
tasks that are critical for generating intelligent behavior.
The architecture of such a system was a closed one, without
any chance to evolve and adapt. In consequence, it was
impossible to behave beyond what it was designed for.
The paradox here is that the development of such a system
was denied by the programmer himself.

These differences mentioned above between the classical
AI and the cognitive perspective are summarized in
Table 1.

In the current paper we propose a simple way to model
the cognitive development for a social robot. The purpose
of the study is to show how is possible to incrementally
1 Of course, this still remains a big challenge nowadays.
build a knowledge database (represented by human faces),
starting with a limited set of data. The study was carried
out using an AIBO robot (2000) which has the advantage
of being biologically-inspired. The aim in the near future
is to have the AIBO behaving in a personalized manner,
depending on the frequency it sees a certain person. Thus,
we expect the robot to develop a ‘friendlier’ attitude
towards persons who are frequently seen, meanwhile to
act more ‘reserved’ in front of a person who has been seen
less frequent.

The paper is structured as follows: in Section 2, we
review the existing learning theories. Section 3 is dedicated
to present the role of ‘context’ in the learning process. In
Section 4 we present a study which is currently under
way and is about the development of a cognitive model
through incremental learning applied to the problem of
face recognition by a social robot. Finally, in Section 5
we will draw some conclusions and present the guidelines
for future work.

2. Learning theories

The term ‘learning’, from the Artificial Intelligence per-
spective, is referring to the ability of a machine to acquire
some knowledge in order to improve its functionality/
behavior over time. The questions we face at this moment
are: Why we pretend the machines have the ability to learn?
Why do we not design a machine which has the desired
functionality from the very beginning? The answers to
these questions come from several directions: some knowl-
edge can only be acquired based on real-world data; it can
be a direct relationship between the input and output data
(or sometimes, a hidden correlation); the environment
where the system is placed is changing over time or the
structure of the represented data needs to be changed.
The learning, in this case, comes from several domains: sta-
tistics, cognitive models, adaptive control theory, psychol-
ogy, etc. In consequence, there is a very close relationship
between data acquisition, knowledge representation and
learning strategies.



2 This idea is related with the well-known ‘mind-body’ problem, which
refers to the fact that the human mind can not process beyond what is
provided by the sensorial mechanisms attached to it.
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2.1. Symbolic representation

In the traditional methodology of Artificial Intelligence,
the case of problem solving was based on functional
decomposition (Fodor, 1983) and data abstraction through
symbolic representation (Newell and Simon, 1961). Based
on it, the programmers built a ‘world-model’. When the
system was requested to give an answer, it was trying to
find an one-to-one correspondence between the input pat-
tern and the inference engine (set of rules), which repre-
sented the knowledge database. The description of the
‘reasoning’ process involved in this case could be summa-
rized through the expression: ‘sense-think-act’.

The main source of error was represented by data
abstraction. For this purpose, were used some symbols
which had nothing to do with the real world. These sym-
bols existed only from the programmer’s perspective.
Through data abstraction, it was impossible for him/her
to foresee all the possible situations which might appear
during system functioning. The explanation resides in the
fact that this way, the problem complexity was very much
simplified. The architecture for this type of systems was a
centralized one (that’s why the expression ‘brain-in-a-
box’) and it was quite often that the system got stuck. This
was the case when it was presented with a request which
was not foreseen at the programming stage and a result it
had no representation in its knowledge database. A classi-
cal example is given by MYCIN system (Shortliffe, 1976).
MYCIN was an expert system used in diagnostic of bacte-
rial infections. This system had no idea about what and
how a person is. If you told it, for instance, that the person
had a cut and is bleeding, the system was trying to find a
bacterial cause to this problem.

An explanation of the failure of these systems is given by
the fact that the human mind does not represent the infor-
mation only by its category, but also by the mean it was
acquired. In other words, it depends on the sensorial mech-
anisms that contributed to its acquisition (Brooks and
Stein, 1993).

2.2. Behavior-based systems

Facing the limitations of systems based on symbolic rep-
resentation, it was obvious that a new paradigm was
needed. In Brooks (1991), the author claimed that an intel-
ligent system does not need a centralized representation of
the ‘world’. The idea behind his affirmation was that sys-
tem’s behavior could be represented only by relating
directly the input data to its output, without the need of
a centralized representation (knowledge database). This
paradigm was referred with the expression: ‘sensation-to-
action’. In this case, the system had a distributed architec-
ture, consisting of several modules each of them being
responsible to perform a very simple behavior. The high
level behaviors were obtained as a consequence of the com-
bination of several low level behaviors. This paradigm
aroused from Minsky’s idea to explain human intelligence.
In his vision, the mind was formed by a set of ‘agents’ that
compete and collaborate between each other.

Without no explicit data representation, we can not talk
about a possibility to measure directly the knowledge
capacity of the system. In change, we can evaluate its learn-
ing (experience) level by analyzing its behavior. We can say
that a system learned, when it manifests a change in its
behavior. In consequence, a fundamental requirement for
these systems is to place them directly in the environment
where they will exist. That’s because they develop their
behavior-based on the direct interaction with their
surroundings.2

2.3. The cognitive approach

The lack of explicit representation of knowledge in the
case of behavior-based systems has a drawback: it is very
difficult to say if the modification in behavior is exclusively
due to the change of the environment or is due because of
some internal changes of the system. For this reason, the
researchers proposed the following solution: we have to
focus also on the internal modifications of data representa-
tion (Omrod, 1999). With this new paradigm, the system
can ‘learn’ without noticing any apparent changes. The
cognitive approach consists of an integrated, recursive pro-
cess that aims at building a model of the ‘world’ and at a
continuous adaptation of this model. In consequence, it
is the system itself which is responsible of how to analyze,
interpret and represent the information. The system will
learn new concepts (develop new competencies) based on
previous data and the experience acquired over time. When
a new piece of information becomes available, it is respon-
sible to analyze it and in case it is relevant, should be added
to the existing representation (at times, might be necessary
a change of representation structure). This way, the system
could present two classes of behaviors: one class, consisting
of specifically learned behaviors and another one, corre-
sponding to emergent behaviors. This cognitive learning
strategy is depicted in Fig. 1.

In the case of cognitive learning, a very important char-
acteristic is represented by information management. We
have to distinguish between two types of memory: a
short-term and a long-term memory (Atkinson et al.,
1968; Palmer, 1999). The short-term memory is responsible
for maintaining the information for a very brief period of
time (acting like a buffer). On the other hand, the long-term
memory represents the knowledge database built over time.
If the information passed from short-term memory is rele-
vant, than the knowledge content of long-term memory is
updated. The long-term memory is responsible for guaran-
teeing the system viability over large period of times
(weeks, maybe months). A phenomenon that can affect
the long-term memory is the ‘forgetting’ or ‘degradation’



Fig. 1. Cognitive learning strategy.
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(partial or total loss of some data). Sometimes, this process
can be irreversible. These are also characteristics of human
mind.

A key component of the cognitive learning process is
represented by context: the set of factors that are determi-
nant for the acquisition, representation and retrieval of
information. The next section offers a discussion about this
subject.
3. Context

After (Winograd, 2001), the term ‘context’ has its roots
in linguistics. The word is composed of two parts: ‘con’ and
‘text’ and refers at the meaning extracted from a text. Now-
adays, this term is used in a broader sense and has adopted
in several domains (Brézillon, 1999).

In Artificial Intelligence, the notion of ‘context’ is asso-
ciated with the ‘frame problem’: the challenge of represent-
ing the effects of action in logic without having to represent
explicitly a large number of intuitively obvious non-effects.
Is one of the most difficult problems with which Artificial
Intelligence was confronted.

In case of written or verbal communication,‘context’ is
referring to some properties of the interaction process that
takes place between several agents. From this perspective,
we can not separate ‘context’ from ‘interaction’. ‘Context’
can be interpreted as the ‘history’ of what occurred during
the period of time since the interaction has begun, the
agents knowledge and the particularities derived from the
interaction process. In this light, ‘context’ can be under-
stood as a ‘space of shared knowledge’. As a result of this
observation, we can develop tools (assistants) which has
the task to predict the intentions and actions of other
agents. In the written communication, for instance, exam-
ples can be given related with text editors: as soon as we
introduce a few letters of a word, the assistant displays a
list of possible suggestions. Regarding the verbal communi-
cation, having an ‘implicit’ knowledge of what the conver-
sation is about, can help us to eliminate a lot of uncertainty
and ambiguity.

In the area of computer vision, we can refer to ‘context’
as the area surrounding an object as well as the intrinsic
properties of the object. For artificial vision system, object
recognition is still a partial-solved problem. Seen from the
Artificial Intelligence perspective, the task of scene descrip-
tion for instance, (in terms of identifying the objects pre-
sented in the scene), remains one of the most challenging
aspects. Among the factors that make difficult for an arti-
ficial vision system the task of visual recognition are: signif-
icant variations in illumination conditions, changes in
object appearance (depending on the viewpoint), distor-
tions, linear transformations, partial occlusions, etc. For
this reason, the use of ‘context’ in computer vision is aimed
to simplify the process of object recognition.

Experiments in scene analysis (Biederman et al., 1982)
confirmed that the human visual system uses the notion
of ‘context’ in an extensive manner to facilitate object
detection and recognition. Furthermore, in the real world
exists a very close relationship between the object and its
surroundings. For this reason, the decision about the pres-
ence or the absence of an object in the scene is greatly influ-
enced by it; on the other hand, the presence of different
type of objects can be strongly related: for instance, if we
can detect a table in the scene, we are also hoping to find
a chair. It seems that initially, the human visual system per-
forms a global analysis of the scene in order to estimate the
object that might appear. The importance of using context
to identify the existing objects is proved in two situations
(Torralba and Sinha, 2001; Torralba et al., 2003): first,
when the objects properties are partially observable or
when they are affected by noise; and second, assuming that
the identification was done successfully, the context can
help eliminating the uncertainties (errors) in the object
classification.

4. Aiboface: A case-study of cognitive development in robots

4.1. Overview

Since the beginning, the computational systems have
been always focused towards machine and not people.
Until now, human–computer interaction has assumed that
the user must know the technical details of the machine,
has to work on its terms, using its language and some spe-
cific devices to be able to communicate with it (keyboard,
mouse, etc.). In case of Virtual Reality, things are even
worst: we are immersed in a synthetic world, created by
machine.

But the future is about to bring a fundamental change in
the human–computer interaction, in the sense that the
focus will be the user and not the machine. In other words,
the user does not have to worry anymore how the machine
is built or how it works. In change, the machine, through
its perceptive capabilities, will have to identify the presence
of a person in its neighborhood and to be aware when it
becomes user’s focus of attention, in order to respond to
his/her demands (Weiser, 1991).

As part of this vision, the social robotics is a currently
emerging field whose aim is the study and implementation
of richer, natural forms of interaction between persons and
robots. One area of application for this technology would
be the assistance for elderly people living alone. Social
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and psychological experiments carried out in USA and
Japan proved that these robots not only could be of help
for improving the mood of these persons (Wada et al.,
2005), but can also alert the competent services in case of
an emergency. Another area of application for social
robots is represented by their therapeutic use for autistic
children. Psychological tests carried out in pediatric clinics
revealed that children affected by autism have difficulties in
relating with other people, but they show no fear when
interacting with a robot (Yokoyama, 2002). An explana-
tion of this behavior is that they hesitate to look in the eyes
of another person, but have no problem looking in a
robot’s camera.

One of the most important tasks for a social robot is
represented by the human presence detection. Faces repre-
sent by far the most distinguishable cue to assess a person
presence. Psychological research revealed that for humans
is much easier to recognize a face (if it is in normal posi-
tion) than any other object.
4.2. Study description

In the current study, we analysis the cognitive develop-
ment through incremental learning applied to the problem
of face recognition for a social robot. The incremental
learning is quite a new topic in the area of pattern recogni-
tion and it addresses the case when, for different reasons,
not all the classes and not all the data from the existing
classes are known from the beginning, but they become
available over time. From a cognitive point of view, the
short-term memory represents the information available
over a very brief period of time3, meanwhile, the long-term
memory represents the database built from past experi-
ences. When a new face image becomes available, it is
added to the existing representation. This adaptive process
will have a ‘renewing’ effect, in the sense that the most
recent instances of a face will have greater weight in data
representation, compared with previous ones. It will come
a moment when the features corresponding to the earliest
instances have been completely replaced.

Our study has been performed using an AIBO robot.
AIBO is a biologically-inspired robot and is the flagship
of its generation (social robotics). It comes with pre-built
behaviors like for instance how to react to a variety of stim-
uli (visual, voice and tactile). At the same time, it is able to
express a wide range of emotions and desires. A very
important characteristic is that it possess a ‘built-in’ sense
of curiosity. In consequence, it is in a continuous process
of learning and discovering new things about itself and
the environment where it ‘lives’. For all these qualities,
we consider it as the ideal candidate for our objectives.

The final goal of the current study is to build an appli-
cation whose aim is to have AIBO behaving in a personal-
3 In our case, we will adopt the incremental learning in a sequential
manner, so the short-term memory will consists of only one face instance.
ized manner, depending on the frequency it sees a certain
person. Thus, we expect it to develop a ‘friendlier’ attitude
towards a frequent seen person, meanwhile to act more
‘reserved’ in front of a person who got to ‘know’ from
few instances.

4.3. Learning algorithm

To carry out the study described in the Section 4.2, we
implemented the incremental LDA (linear discriminant
analysis) algorithm (referred as IncLDA) from (Pang
et al., 2005). In the next sections, we will briefly review,
first, the classical LDA algorithm (referred as BatchLDA
and its modification in order to allow a sequential updating
of data representation.

4.3.1. Classical linear discriminant analysis (BatchLDA)

Let’s assume that we have N data samples that belong to
M classes Ci, i = 1,2, . . . ,M. Each class Ci is formed by ni

samples Ci ¼ fxi
1; x

i
2; . . . ; xi

nCi
g. By �xCi we will refer to the

mean vector of class Ci and by �x we will refer at the global
mean vector. As introduced in Fukunaga (1990), the
within-class scatter matrix Sw and between-class scatter
matrix Sb are used as a measure of inter-class separability.
They are defined as follows:

Sw ¼
XCM

i¼1

X

j2Ci

ðxj � �xCiÞðxj � �xCiÞT ð1Þ

Sb ¼
XCM

i¼1

nCið�xCi � �xÞð�xCi � �xÞT ð2Þ

In order to extract the optimal LDA features for knowl-
edge representation several criteria can be used. One of the
most common is the one that maximize the ratio of the
between-class scatter matrix to that of the within-class scat-
ter matrix, i.e.

Ŵ ¼ arg maxW
jW TSbW j
jW TSwW j

ð3Þ

This problem has an analytical solution and is mathe-
matically equivalent to the eigenvectors of the matrix
S�1

w Sb.

4.3.2. Incremental linear discriminant analysis (IncLDA)

The shortcoming of the BatchLDA described in the pre-
vious section comes from the assumption that all the data
are available at the classification. This is not the case for
real applications, when the data is coming over time, at
random time intervals, and the representation of the data
must be updated. Computing from the beginning the scat-
ter matrices, each time a new sample arrives, is not compu-
tationally feasible, especially when the number of classes is
very high and the number of samples per class increases sig-
nificantly. For this reason, we propose the IncLDA tech-
nique, that can process sequentially later-on added
samples, without the need for recalculating entirely the
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scatter matrices. In order to describe the proposed algo-
rithm, we assume that we have computed the Sw and Sb

scatter matrix from at least 2 classes. Let’s now consider
that a new training pattern y is presented to the algorithm.
The global mean is updated according to the following
equation:

�x0 ¼ N�xþ y
N þ 1

ð4Þ

From now on, in order to recursively update the two
scatter matrices, we distinguish between two situations:

• The new pattern y belongs to one of the existing classes
CL, where 1 < L < M).

In this case, the equation that updates Sb is given by

S0b ¼
XCM

i¼1

n0Ci
ð�x0Ci � �x0Þð�x0Ci � �x0ÞT ð5Þ

where �x0Ci ¼ nCi �x
Ciþy

nCiþ1
and n0Ci

¼ nCi þ 1, if i = L; otherwise,

�x0Ci ¼ �xCi and n0Ci
¼ nCi .

In the case of S0w the update equation is the following:

S0w ¼
XCN

j¼1;j 6¼L

SwðCjÞ þ SwðCL0Þ ð6Þ

where

SwðCL0 Þ ¼ SwðCLÞ þ
nCL

nCL þ 1
ðy � �xCLÞðy � �xCLÞT ð7Þ

and

SwðCiÞ ¼
X

j2Ci

ðxj � �xCiÞðxj � �xCiÞT ð8Þ

By CL 0 we refer to the class CL after pattern y has been
presented, i.e. CL 0 = CL ¨ {y}

• The new pattern y belongs to a new class CM+1

In this case, the equation that updates Sb is given by

S0b ¼
XCM

i¼1

nCið�xCi � �x0Þð�xCi � �x0ÞT þ ðy � �x0Þðy � �x0ÞT

¼
XCMþ1

i¼1

nCið�xCi � �x0Þð�xCi � �x0ÞT ð9Þ

Regarding, the new S0w matrix, this one remains
unchanged, i.e

S0w ¼ Sw ð10Þ
4 In the current study we put the accent in having a reasonable number
of classes with a lot of instances rather having an excessive number of
classes with very few instances.
4.4. Experimental results

For experiments, we used a custom face database built
using the AIBO’s camera. The image acquisition phase
was extended over several weeks and performed in an auto-
matic manner. For this purpose, we put the robot in an
open space and snapshots were taken each time a person
was passing in front of the camera. In Fig. 2 we extracted
some frames from the face acquisition process.

The face was automatically extracted from the image
using the face detector based on (Viola and Jones, 2004).
We did not impose any restrictions regarding ambient con-
ditions. Overall, our database consists of 6882 images of 51
people (both male and female).4 Since no arrangements
were previously made, some classes contain only a handful
of images (as much as 20), meanwhile, the largest of them
contains over 400. Face size is of 48 · 48 pixels. Because of
the particularity of the acquisition process, face images
reflect the changes in appearance suffered by subjects over
time. Furthermore, since our application was thought to
run in real-time (and to add it a more ad-hoc flavor), we
did not perform any pre-processing step to face images
before to pass them to the classifier. That’s why the faces
used in the experiment show a certain degree of variation
in pose and size and are not constrained to be exactly fron-
tal. That’s why we allow the face images used to be a little
wider than the face region itself. Some samples of these face
images are presented in Fig. 3.

To test the IncLDA algorithm, we used 90% of the
images (i.e. about 6000) as training set and the remaining
ones as test set. From the training set, we used 15% of
the images (belonging to 5 classes and representing 900
samples) to build the initial LDA eigenspace. In order to
overcome the singularity problem, a PCA step was per-
formed beforehand. This way, data dimensionality was
downsized from 2304 to 60. The remaining samples
(5100) from the training set were added later on in a
sequential manner (the samples were drawn randomly)
and this way the LDA eigenspace was updated. To test
the efficiency of the IncLDA for classification, each data
sample from the training set was encoded by projecting it
to the updated LDA eigenspace. When a test sample is pre-
sented, its projection to the LDA eigenspace is computed
and the classification is decided based on its ‘nearest
neighbor’.

In order to reflect the evolution of the learning process,
we introduce the term of ‘learning stage’ to refer to the
number of samples from the training set that have been
added up to a certain moment. In Fig. 4 (left) we depicted
the evolution of the learning process after each update (a
new sample added) of the initial LDA eigenspace. In the
early stages, there are a lot of new classes presented at very
short intervals. It can be appreciated that, with almost 50%
of the remaining training samples introduced, all classes
have been represented. In Fig. 4 (right), we depicted the
percentage of incremental training samples introduced so



Fig. 2. Real-time face detection and tracking by an AIBO robot.

Fig. 3. Samples of face images from CVC custom database showing a
certain degree of variation in illumination, pose and size.
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far (the stars represent the moment when a new class has
been added). This graphic should be read in concordance
with the left one.

As a final proof of accuracy, we compared IncLDA with
the classical LDA (referred as BatchLDA). In Fig. 5, we
show that indeed the IncLDA is converging (at the end
of the learning process) towards BatchLDA. The common
recognition rate achieved is around 95%, which in our
opinion is a very good result, taking into account the diffi-
culty of the database. Both graphics were plotted after
averaging the results obtained from a ten-fold cross-valida-
tion procedure (the training samples were chosen in a ran-
dom manner in each run). The oscillation of the IncLDA in
its early stages corresponds to the situation when a signif-
icant number of new classes have been added at very short
intervals and only a very few samples of those classes were
available. After some learning stages, when enough sam-
ples for each class became available, we can appreciate that
the evolution curve regulates its tendency and becomes
constantly ascending.

Some instances of misclassified faces are represented in
Fig. 6. From the experiments performed, we arrive at the
following conclusion. The misclassification occurs in three



Fig. 4. Learning process: evolution of the number of classes function of learning stages (left) and the percentage of the training data function of learning
stages (right).
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Fig. 5. IncLDA vs. BatchLDA curves. IncLDA converges towards
BatchLDA at the end of the learning process.

Fig. 6. Some instances of misclassified faces.
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situations: when there are too few face instances per class,
when there are too few instances of a particular head pose/
illumination conditions and when the image presents a high
level of distortion (the ‘blurring’ effect due to person/cam-
era movement).
5. Conclusions and future work

In this paper we presented our vision why the systems
nowadays are smart, but not intelligent (in human terms).
In our opinion, this failure is due to the fragmented study
of AI and to the fact that the cognitive factors which are
responsible for generating intelligent behavior have not
received full consideration. After that, we made a brief
review of the major learning strategies and the role that
context can play in the learning process. Its use can help
us disambiguate between uncertain situations or when we
deal with partial or corrupted data. Finally, we presented
a study for cognitive development in a social robot through
an incremental learning algorithm applied to the problem
of face recognition. In the future, we plan to endow our
cognitive model also with ‘forgetting’ ability, so that if a
person did not appear for a long time, his/her category will
be eliminated from the knowledge database.
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