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Abstract. Human-robot interaction is a hot topic nowadays in the so-
cial robotics community. One crucial aspect is represented by the affective
communication which comes encoded through the facial expressions. In
this paper, we propose a novel approach for facial expression recognition,
which exploits an efficient and adaptive graph-based label propagation
(semi-supervised mode) in a multi-observation framework. The facial fea-
tures are extracted using an appearance-based 3D face tracker, view- and
texture independent. Our method has been extensively tested on the
CMU dataset, and has been conveniently compared with other methods
for graph construction. With the proposed approach, we developed an
application for an AIBO robot, in which it mirrors the recognized facial
expression.

1 Introduction

In the field of Human-Computer Interaction (HCI), computers will be enabled
with perceptual capabilities in order to facilitate the communication protocols
between people and machines. In other words, computers will be endowed with
natural ways of communication people use in their everyday life. Among them,
facial expression represents a powerful mean people use to express their emotions
and other aspects related with their social or psychological status.

In the past, a lot of effort was dedicated to recognize facial expression in
still images (static recognition). For this purpose, many techniques have been
applied: neural networks [1], Gabor wavelets [2] and Active Appearance Models
(AAM) [3]. A very important limitation to this strategy is the fact that still
images usually capture the apex of the expression, i.e., the instant at which
the indicators of emotion are most marked. More recently, attention has been
shifted particularly towards modelling dynamical facial expressions [4]. Recent
research has shown that it is not just the particular facial expression, but also
the associated dynamics that are important when attempting to decipher its
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meaning. The dynamics of facial expression can be defined as the intensity of
the Action Units coupled with the timing of their formation. This is a very
relevant observation, since for most of the communication act, people rather use
subtle facial expressions than showing deliberately exaggerated poses in order to
convey their message. In [5], the authors found that subtle expressions that were
not identifiable in individual images suddenly became apparent when viewed in
a video sequence.

More recently, attention has been shifted particularly towards dynamic mod-
elling of facial expressions. Dynamical approaches can use shape deformations,
texture dynamics [6] or a combination of them [7]. Dynamical classifiers try
to capture the temporal pattern in the sequence of feature vectors related to
each frame such as the Hidden Markov Models (HMMs) and Dynamic Bayesian
Networks [8]. In [7], the authors propose a dynamic recognition based on the
differential Active Appearance Model parameters. A sequence of input frames
is fitted using the classical AAM then a specific frame is selected as reference
frame. Then the corresponding sequence of differential AAM parameters is rec-
ognized by computing the directed Hausdorff distance and the K Nearest Neigh-
bor classifier. In [9], a two-stage approach is used. Initially, a linear classification
bank was applied and its output was fused to produce a characteristic signa-
ture for each universal facial expression. The signatures thus computed from the
training data set were used to train discrete Hidden Markov Models to learn
the underlying model for each facial expression. In [10], the authors propose a
Bayesian approach to modelling temporal transitions of facial expressions rep-
resented in a manifold. In [4], the authors propose a dynamic classifier that is
based on building spatio-temporal model for each universal expression derived
from Fourier transform. The recognition of unseen expressions uses Hausdorff
distance in order to compute dissimilarity values for classification. Local Binary
Patterns (LBP) have been used for facial expression recognition in [11, 12].

Modelling the variability of facial expressions is a very challenging task. Fa-
cial expressions form a class of objects with a well-defined structure which suf-
fers elastic deformations due to changes in face appearance. Ideally, an optimal
representation would be able to cope with all these complex transformations.
Furthermore, the majority of view-based methods often require very tedious
learning stages. In order to overcome the above limitations, multi-observation
based recognition can offer an alternative. In this case, the observations can
be either a temporal sequence of face images (video sequence) or just a subset
of images. Obviously, recognizing a facial expression by using more than a sin-
gle snapshot can improve the performance of recognition systems since the test
images contain more information that may include more variations that help
reducing ambiguities that affect single image based recognition systems. Most of
video-based recognition methods use complicated training schemes in order to
classify the multiple observations (e.g., [13]). In the context of semi-supervised
learning, graph-based label propagation can be seen as a powerful tool that
solves the multi-observation recognition problem. In [14], the authors proposed
a graph-based label propagation method that can infer the labels of unknown



Facial Expression Recognition 3

observations by optimizing a penalty function based on label consistency. In [15],
the authors extended the work of [14] by including the constraint that multi-
ple observations have the same label. However, in both works the graph was
constructed in an ad-hoc way, that is, it uses a K-NN graph [16].

In this paper, we propose a graph construction method that is based on effi-
cient and adaptive coding scheme. We use the obtained graph in order to infer the
label of multi-observation (semi-supervised mode). Our approach will be tested
on the public CMU facial expression database [17]. The paper is structured as
follows. Section 2 describes the extraction of temporal signatures associated with
universal expressions. Section 3 introduces our new approach for graph construc-
tion and multi-observation recognition based on label propagation. In section 4
we report the experimental results. In section 5, we present an application sce-
nario for our method, in which an AIBO robot is mirroring the facial expression
perceived. Finally, in section 6 we draw our conclusions.

2 Modelling facial expressions from videos

The objective of this work is to recognize facial expressions in continuous videos
using data-driven machine learning algorithms. Therefore, encoding the dis-
played universal expressions is a crucial step. Extracting facial dynamics as-
sociated with facial muscle deformations from video sequences is a challenging
task. This task is made more difficult if the subject’s head moves in 3D space.
The recognition of facial expressions with significant head motion is required by
many applications such as human computer interaction and computer graphics
animation [18–20] as well as training of social robots [21, 22].

2.1 Modelling faces

In our work, we use a common 3D deformable face model—the Candidemodel [23]
(See Figure 1). Despite the simplicity of this 3D wireframe model, it can be used
to extract a subset of 3D facial dynamics in real time using one single camera.
The 3D shape of this wireframe model is directly recorded in coordinate form.
It is given by the coordinates of the 3D vertices Pi, i = 1, . . . , n where n is the
number of vertices. Thus, the shape up to a global scale can be fully described
by the 3n-vector g; the concatenation of the 3D coordinates of all vertices Pi.
The vector g is written as:

g = gs +A τa (1)

where gs is the static shape of the model, τa the animation control vector, and
the columns ofA are the Animation Units. In this study, we use six modes for the
facial Animation Units (AUs) matrixA. We have chosen the following AUs: lower
lip depressor, lip stretcher, lip corner depressor, upper lip raiser, eyebrow lowerer,
outer eyebrow raiser (see Figure 1.(a)). These AUs are enough to cover most
common facial animations. Moreover, they are essential for conveying emotions.
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In equation (1), the 3D shape is expressed in a local coordinate system.
However, one should relate the 3D coordinates to the image coordinate system.
To this end, we adopt the weak perspective projection model. We neglect the
perspective effects since the depth variation of the face can be considered as small
compared to its absolute depth. Thus, the state of the 3D wireframe model is
given by the 3D face pose parameters (three rotations and three translations) and
the internal face animation control vector τa. This is given by the 12-dimensional
vector b:

b = [θx, θy, θz, tx, ty, tz, τa
T ]T (2)

Note that if only the aspect ratio of the camera is known, then the component
tz is replaced by a scale factor having the same mapping role between 3D and
2D. In this case, the state vector is given by (s denotes the scale factor):

b = [θx, θy, θz, tx, ty, s, τa
T ]T (3)

(a) (b)

Fig. 1. (a) Candide model. (b) Candide model adapted to an input facial image.

2.2 Simultaneous face and facial action tracking

In order to recover the facial expression one has to compute the facial actions
encoded by the vector τ a which encapsulates the facial deformation. Since our
recognition scheme is view-independent these facial actions together with the 3D
head pose should be simultaneously estimated. In other words, the objective is
to compute the state vector b for every video frame.

For this purpose, we use the tracker based on Online Appearance Models [24].
This appearance-based tracker aims at computing the 3D head pose and the fa-
cial actions, i.e. the vector b, by minimizing a distance between the incoming
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warped frame and the current shape-free appearance of the face. This optimiza-
tion is carried out using a gradient descent method. The statistics of the shape-
free appearance as well as the gradient matrix are updated every frame. This
scheme leads to a fast and robust tracking algorithm.

2.3 Representing dynamic universal expressions by features

In order to learn the spatio-temporal structures of the facial actions associ-
ated with facial expressions, we have used a simple supervised learning scheme
that consists in two stages. In the first stage, training video sequences depict-
ing different universal facial expressions are tracked using the appearance-based
face tracker. The retrieved facial actions τ a are represented by time series. In
other words, an example (expression going from neutral to apex) is encoded
by a sequence of facial actions τ a(1), . . . , τ a(T ). One can note that this tempo-
ral sequence (trajectory) can be considered as a compact representation of the
spatio-temporal facial structure that one expects to observe whenever the face
undergoes a given universal expression. In the second stage, since we are using
example based classifiers all examples should have the same dimension. To this
end, all facial action sequences are aligned in the time domain using the Dynamic
Time Warping (DTW) technique [25]. Dynamic Time Warping is a well-known
technique to find an optimal alignment between two given (time-dependent) se-
quences under certain restrictions. Thus, a given example (universal expression)
is represented by a feature vector obtained by concatenating the vectors τ a(t)
belonging to the aligned temporal sequence.

More precisely, video sequences have been picked up from the CMU database [17].
These sequences depict five frontal view universal expressions (surprise, sadness,
joy, disgust and anger). Each expression is performed by 7 different subjects,
starting from the neutral one. Altogether we select 35 video sequences composed
of around 15 to 20 frames each, that is, the average duration of each sequence is
about half a second. The training video sequences have an interesting property:
all performed expressions go from the neutral expression to a high magnitude
expression by going through a moderate magnitude around the middle of the
sequence.

In the final stage of the learning all training trajectories are aligned in the
time domain using the Dynamic Time Warping technique by fixing a nominal
duration for a facial expression. In our experiments, this nominal duration is set
to 18 frames. This choice was guided by many observations that show that a
complete expression can be displayed in 15-20 frames assuming that the video
rate is 30 fps.

Finally, a training video sequence associated with a universal expression is
represented by a time series corresponding to the second half of the aligned
trajectory (only nine frames are used). Thus, the feature vector y can be any of
the following vectors:

(τa
T
(10), τa

T
(11), τa

T
(12), τa

T
(13), τa

T
(14), τa

T
(15), τa

T
(16), τa

T
(17), τa

T
(18))

T
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The dimension of this vector is 6. Figure 2 shows nine frames associated
with the joy expression.

We decided to remove in our analysis the first half trajectory (from initial,
neutral state to half-apex) since we found them irrelevant for the purposes of
the current study. Therefore, a feature vector associated with a given universal
expression is encoding a signature of one realization of this expression that goes
from a moderate magnitude to the apex.

Fig. 2. Constructing the feature vector (54 components) from nine frames associated
with joy expression dynamics.

3 Multi-observation recognition based on label
propagation

3.1 Overview

Graph-based methods have been been effective in a wide variety of domains like
machine learning, computer vision and signal processing. Theoretical justifica-
tion for graph-based methods is an area of active research [26–29]. The graph
on which learning is performed is a central object for any graph-based method.
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Graph-based methods operate on a graph where a node corresponds to a data
instance and a pair of nodes are connected by a weighted edge.

On the other hand, semi-supervised learning (SSL) algorithms can be very
appealing since they learn from limited amounts of labeled data combined with
widely available unlabeled data. Of the current SSL methods, graph based ap-
proaches have emerged as methods of choice for general semi-supervised tasks
in terms of accuracy and computational efficiency. Most of the graph based SSL
algorithms concentrate primarily on the label inference part, i.e. assigning labels
to nodes once the graph has already been constructed, with very little emphasis
on construction of the graph itself. Only recently, the issue of graph construction
has begun to receive attention [30, 31]. In fact, the way to establish high-quality
graphs is still an open problem. At present, the most popular graph construction
manner is based on the K nearest neighbor and ε-ball neighborhood criteria.
Once a neighborhood graph is constructed, the edge weights are assigned by
Gaussian Kernels or coefficients provided by local reconstruction algorithms [32,
33].

3.2 Proposed graph construction

Although graph-based methods have been successfully applied to several domains
in machine learning, very little attention has been given to the graph construction
part, with majority of the research focus devoted to the post-graph construction
learning algorithms.

We devise a new efficient strategy for graph construction that simultaneously
estimates the graph adjacency and its associated weight matrix.

In our proposed method, we construct the graph of a dataset by directly
using the coding of any training samples with respect to the rest of the set. We
were inspired by recent advances in collaborative coding, namely the Weighted
Regularized Least Square (WRLS) minimization method proposed in [34]. In this
work, the authors proposed a linear coding scheme in order to classify samples
according to the collaborative reconstruction error. Their proposed criterion is
based on the sum of three parts: (i) L2 norm of the reconstruction error, (ii) a
regularization term set to the L2 norm of the coefficients vector, (iii) a weighted
sum of the squared coefficients. Since the weights are set to the distances between
the test sample and the training samples, a kind of sparsity is included in the
global criterion.

Let y denote a given training or test sample and X denote the training set. In
our work we use the following coding scheme in order to automatically generate
the data graph:

min
a

(
‖y−Xa‖2 + σ

N∑
i=1

pi a
2
i

)
(4)

where σ is a regularization parameter having small positive value, a ∈ R
N is the

coefficient vector and the pi’s are positive weights.
The above optimization problem has the following closed form solution:

a� = (XT X+ σP)−1XT y (5)
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where P is N ×N diagonal matrix whose diagonal elements Pii are set to pi. In
our work, we use the following formula for the weights:

Pii = pi = 1− exp(−‖y− xi‖2)

If the test sample y is far from the sample xi then the weight of the unknown
coefficient ai tends to 1 so that the program in (4) attempts to get a small ai. On
the other hand, if the test sample is very close to the sample xi, the constraint
on ai is released.

The detailed procedure for the WRLS graph construction is listed in Algo-
rithm 1. Note that the constructed WRLS graph is a directed graph, i.e., the
weight matrix W is asymmetric.

Data: A given training sample set X
Result: A weight matrix W

Set the diagonal elements of W to zero ;
for i = 1, . . . , N do

Pick the sample xi from X ;
X′ = X - {xi} ;
Compute the (N − 1)× (N − 1) diagonal matrix P;

Calculate the N − 1 vector a as a = (X′T X′ + σP)−1X′T xi ;
for j = 1, . . . , N do

if i < j then
Set Wij = |aj |

else
Set Wij = |aj−1|

end

end

end

Algorithm 1: WRLS graph construction.

3.3 Multi-observation recognition based on label propagation

Label propagation is very often linked to the case of semi-supervised learning
where the goal is to infer the unknown labels from the known ones using a
given criterion [35]. Let C denotes the total number of classes. Let Xu (a D× r
matrix) denote the r unknown observations (a set of facial actions belonging
to the same class/expression). Let Xl (a D × N matrix) denote the N known
observations (i.e., the set of all training facial action samples). The union of
both data sets provides the data matrix X = (Xl,Xu). The corresponding label
matrix is denoted by Y = (Yl,Yu) (a C× (N + r) matrix). Each column vector
yi of y is a vector characterizing the probabilities of the sample xi belonging to



Facial Expression Recognition 9

different classes, namely,

yi(c) = p(c|xi); c = 1, 2, . . . , C

where p(c|xi) is the posterior probability of the class c for the given sample xi.
For a labeled sample xi, yi(c) = 1 if xi belongs to the cth class; yi(c) = 0,
otherwise.

The problem of label propagation is to infer the label matrix Yu given the
whole data X = (Xl,Xu) and the known label matrix Yl. This can be achieved
by minimizing the following criterion:

min e(Y) =
∑
i,j

‖yi − yj‖2 Wij (6)

An explanation of this objective is as follows. When the samples xi and xj are
similar, namely, the graph weight Wij is large, the distance between yi and yj

should be small in order to minimize the objective, namely the class information
of the sample xi and xj should be similar.

The objective can be further rewritten as

min e(Y) =
∑

i,j

‖yi − yj‖2 Wij (7)

= trace(YDrow YT +YDcol Y
T −YWYT −YWT YT ) (8)

= trace(YLYT ) (9)

where Drow is a diagonal matrix whose diagonal elements are the row sums
of the corresponding rows of W, and Dcol is a diagonal matrix whose diagonal
elements are the column sums of the corresponding columns of W. Drow −W
and Dcol −WT are the row and column Graph Laplacian matrices respectively.
It is obvious that the matrix L = Drow +Dcol − (W+WT ) is symmetric.

Since the r observations have the same unknown label, the unknown label
matrix Yu will have C configurations (Yu(1), . . . ,Yu(C) where Yu(c) has only
the cth row equal to ones and the the rest of the rows are zeros. Therefore, the
whole label matrix Y = (Yl,Yu) can be written as Y = (Yl,Yu(c)) where Yl

is constant. To infer the label of the unknown observations Xu, the following
formula can be used:

c� = argmin e(Yc) (10)

where Y(c) = (Yl,Yu(c)). Thus, the optimal label is inferred using C evalu-
ations of the term e(Yc). The procedure for the multi-observation recognition
based on the WRLS graph is illustrated in Algorithm 2.

4 Experimental results

4.1 Data preparation

Our approach has been tested on a subset of the the Cohn-Kanade CMU facial
expression dataset, consisting of 250 sequences belonging to 50 persons which are
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Data: A set of multiple observations Xu, a training set Xl and their labels Yl

Result: The label of the unknown observations c*

Compute the WRLS graph over the data X = (Xl,Xu) (Algo 1) ;
Estimate the label c� using Eq. (10)

Algorithm 2: Multi-observation recognition via WRLS graph based label
propagation.

displaying 5 expressions: surprise, sadness, joy, anger and disgust. The expression
in each frame was coded using the normalized intensities of 6 facial features: inner
brow depressor, brow raiser, lower lip depressor, upper lip raiser, lip stretcher
and lip corner depressor. For assessing the recognition, we adopted 10 random
train/test splits with various sizes. We have successively set the amount of known
labels to 20%, 30%, 40% and 50%, respectively of the total data. The test data
has been grouped in chunks of size 3, 5, 7 and 9, respectively. The chunk contains
frames belonging to the same short video sequence. This last size, 9, represents
the whole sequence of the dynamic facial expression, raging from half-apex to
apex. By setting the chunk size equal to 1, label propagation corresponds to the
particular case of static facial expression.

4.2 Recognition accuracy

The numerical results of the experimental protocol discussed before are presented
in the tables below. Table 1 contains the results of our label propagation method.
These results are obtained for two values of the regularization parameter σ:
σ = 100 and σ = 1000 (see eq. 4). The recognition rate is assessed function of the
multi-observation chunk size. The best results are marked with bold characters.
We could appreciate that the longer the test sequence, a higher recognition rate
is achieved. We can also observe that by increasing the number of tested frames,
the recognition of the whole chunk is not increasing significantly. This is due
to the fact that the multiple observations used in our case are having different
intensity levels. So whenever low or moderate intensity frames are included in
the test, those tend to confuse the global decision of the label propagation since
at half apex intensities it is hard to correctly discriminate facial expression. This
phenomenon is illustrated by the last column of the Table where all frames are
included in the test. Ideally, a trade-off is reached by using the few last frames.

Furthermore, in order to show the superiority of our method we have com-
pared it with two other methods for graph construction: the one based on the
K-nearest neighbors (K-NN), which is used by the graph Laplacian [16] (see
Table 2) and the one based on the Locally Linear Embedding (LLE) [33] (see
Table 3). LLE graph can be obtained by applying a two-stage procedure: (i) ad-
jacency matrix computation followed by (ii) a linear reconstruction of samples
from their neighbors. The adjacency matrix can be computed using K-NN or
ε-Neighborhood method. The non-zero entries of the weight matrix W are esti-
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mated by reconstructing the sample from its neighboring points and minimizing
the �2 reconstruction error defined as:

N∑
i=1

‖xi −
∑
j

Wij xj‖2 s.t.

N∑
j=1

Wij = 1. (11)

where Wij = 0 if xi and xj are not neighbors.
Due to space limitation, we have shown only the best results which were

obtained. For instance in the case of Table 2 these were obtained for a value of
K-NN=7 and K-NN=11. In the case of Table 3 these were obtained for K-NN=5.

Mode Number of frames

r=3 r=5 r=7 r=9

σ = 100

20%− 80% 76.40% 76.00% 76.40% 74.40%

30%− 70% 84.00% 84.50% 84.00% 83.50%

40%− 60% 91.33% 88.00% 90.00% 86.00%

50%− 50% 92.00% 93.00% 93.00% 89.00%

σ = 1000

20%− 80% 78.80% 78.40% 79.20% 77.20%

30%− 70% 83.00% 83.50% 83.50% 85.00%

40%− 60% 90.00% 90.00% 90.00% 88.66%

50%− 50% 93.00% 94.00% 94.00% 92.00%

Table 1. Average recognition rate based on the WRLS graph construction algorithm.

Mode Number of frames

r=3 r=5 r=7 r=9

K −NN = 7

20%− 80% 74.40% 78.40% 70.00% 67.66%

30%− 70% 79.00% 84.00% 69.50% 69.00%

40%− 60% 82.66% 85.33% 74.66% 70.66%

50%− 50% 83.00% 86.00% 76.00% 71.00%

K −NN = 11

20%− 80% 74.40% 78.40% 77.20% 72.40%

30%− 70% 79.00% 84.00% 81.50% 81.00%

40%− 60% 82.66% 85.33% 86.00% 82.00%

50%− 50% 83.00% 87.00% 87.00% 84.00%

Table 2. Average recognition rate based on the K-NN graph construction algorithm.
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Mode Number of frames

r=3 r=5 r=7 r=9

20%− 80% 78.80% 77.66% 65.66% 63.20%

30%− 70% 77.00% 76.00% 61.50% 60.00%

40%− 60% 82.66% 76.00% 66.66% 66.00%

50%− 50% 83.00% 77.00% 70.00% 67.00%

Table 3. Average recognition rate based on the LLE graph construction algorithm for
K-NN=5.

From these results we can have the following observations: (i) the performance
of label propagation with the proposed graph construction outperforms that
obtained by the competing methods. K-NN graph method is better than LLE
method. This can be explained by the fact that LLE method works with a
classic coding scheme on low dimension vectors; (ii) we can observe that, for our
proposed graph construction method, a high value for the balance parameter is
preferable. This means that a weighted regularization is indeed required in order
to get informative graphs for this kind of data.

5 Application to social robotics

In this subsection, we describe a human-robot interaction application based on
our proposed approach. The application refers to mimicking the facial expres-
sions of a person perceived by a robot’s camera.

Without any loss of generality, we used an AIBO robot for our application.
The input to the system is a video stream capturing the user’s face. AIBO’s
human-like communication system is implemented through a series of instincts
and senses: affection, movement, touch, hearing, sight and balance. AIBO is able
to show its emotions through an array of LEDs situated in the frontal part of
the head. These are depicted in figure 3, and are shown in correspondence with
the six universal expressions. Notice that the blue lights that appear, in certain
images, on each part of the head, are blinking LEDs whose meaning is to inform
that the robot is remotely controlled1. This is a built-in feature and can not be
turned off.

In addition to the LEDs’ configuration, the robot response contains some
small head and body motion. From its concept design, AIBO’s affective states
are triggered by the Emotion Generator engine. This occurs as a response to
its internal state representation, captured through multi-modal interaction (vi-
sion, audio and touch). For instance, it can display the ’happiness’ feeling when
it detects a face (through the vision system) or it hears a voice. But it does

1 The application described in this paper, was built using the Remote Framework
(RFW) programming environment (based on C++ libraries), which works on a
client-server architecture over a wireless connection between a PC and the AIBO
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Fig. 3. The figure illustrates the LEDs configuration for each universal expression.

not possess a built-in system for vision-based automatic facial-expression recog-
nition. For this reason, the application we created for AIBO could be seen
as an extension of its pre-defined behaviors. This application is a very sim-
ple one, in which the robot is just imitating the expression of a human sub-
ject. In other words, we wanted to see its reaction according to the emotional
state displayed by a person. Usually, the response of the robot occurs slightly
after the apex of the human expression. The results of this application were
recorded in a 2 minutes video which can be downloaded from the following ad-
dress: http://www.cvc.uab.es/∼bogdan/AIBO-emotions.avi. In order to be able
to display simultaneously in the video the correspondence between person’s and
robot’s expressions, we put them side by side. In this case only, we analyzed
offline the content of the video and commands with the facial expression code
were sent to the robot. Figure 4 illustrates nine recognized facial expressions
from a 1600 frame-long video sequence.

6 Conclusions

In this paper, we proposed a novel approach for facial expression recognition,
which exploits an efficient and adaptive graph-based label propagation (semi-
supervised mode) in a multi-observation framework. The facial features are ex-
tracted using an appearance-based 3D face tracker, view- and texture indepen-
dent. The presented approach has been tested on the CMU facial expression
dataset. Furthermore, we developed a real application, where an AIBO robot is
mirroring the facial expression perceived. Future work will be devoted to apply
the same framework to other related applications, such as gesture and activity
recognition.
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Fig. 4. Person’s facial expressions are shown in correspondence with the robot’s re-
sponse.


