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ABSTRACT
In this paper, we propose a novel rotation and scale invari-
ant method for colour logo retrieval and classification, which
involves performing a simple colour segmentation and subse-
quently describing each of the resultant colour components
based on a set of topological and colour features. A polar
representation is used to represent the logo and the sub-
sequent logo matching is based on Cyclic Dynamic Time
Warping (CDTW). We also show how combining informa-
tion about the global distribution of the logo components
and their local neighbourhood using the Delaunay triangu-
lation allows to improve the results. All experiments are
performed on a dataset of 2500 instances of 100 colour logo
images in different rotations and scales.
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1. INTRODUCTION
A logo is a graphical element designed for easy and defini-
tive recognition, and is typically used to identify a company
or organisation [18]. Logos can be found in many kinds of
paper documents, scene images, web images, signs and ban-
ners, and their recognition and extraction are demanding
tasks in computer vision and document analysis. Although
logos can be found in many styles but they are bound by
certain design restrictions as they need to be salient and
easily identified. They are usually rendered in colour and
may, or may not, contain any textual content. Depending
on their use they might appear in different scales, rotations
or 3D settings. Developing robust and accurate algorithms
for the location and recognition of logos in documents would
present many advantages including improved document re-
trieval and classification, better compression techniques and
superior mass document manipulation and management. As
such, logo recognition has received a lot of attention during
the past several years and it remains a hot research topic.
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Numerous approaches to shape analysis, with emphasis on
logo recognition, have been reported in the domain of grey
or bi-level document image analysis [19], [8], [22], [7], [2],
[11], [3], [9], [5], [14] and [6]. For example, Zhu and Doer-
mann [20] propose a method for logo detection in document
images that combines contextual information about the ex-
pected logo location in the document with geometrical fea-
tures of extracted components (aspect ratio, spatial density
and area). They use a Fisher classifier at different scales
of the image and calculate performance by comparing the
overlapping of the resulted logo regions with ground truth
ones. They report high precision and recall values for the
Tobacco-800 dataset and highlight the importance of multi-
scale approaches.

In [21], Zhu and Doermann report a new method, that makes
use of the localisation capabilities of [20] in coarse image
scales to boost a cascade of classifiers at finer image scales.
They compare different algorithmic variants based on dif-
ferent shape matching techniques (shape context and neigh-
bourhood graph matching) combined with different shape
dissimilarity measures (including two new measures based
on the anisotropic scaling between two shapes), and report
similar results as in [20] on the same dataset.

Nevertheless, although shape is undoubtedly significant, colour
is an equally important cue for logo recognition which, more
often than not, is not taken into account. The few meth-
ods that exist on colour logo location and recognition are
generally treating real scene images, where the types of de-
formations (e.g. perspective distortion, occlusions etc) are
different from what is expected in scanned documents and
digitally born images. Although the authors report results
on datasets of colour images, in many of these methods, the
images are first converted into grayscale and the methods
really work on the grey information.

For example, Phan et al. [17], [15] proposed a logo and
trademark detection method in unconstrained colour im-
ages based on edge gradient information. They calculate
the colour edge gradient co-occurrence histogram (CEGCH),
an extension of the colour edge co-occurrence histogram
(CECH [13]), by using vector order statistics. To accom-
plish this, the query image is quantized by a HSV colour
quantization method and the information is extracted by
CEGCH. In the next step, multiple scales of the corpus im-
ages are considered and the above procedure is applied to
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each of them. Finally, overlapping search windows are used
to search for the input query in the dataset images. The
CEGCHs of every search window at each scale factor are
computed and compared to the input query CEGCH to lo-
calise the logo.

In [16] further experiments and more comprehensive com-
parision is presented. The authors demonstrate that an
improvement can be achieved by using CEGCH over the
use of CECH. They also provide a critical appraisal of their
method, highlighting the areas where further improvements
are needed, namely the inability of the algorigthm to locate
multiple logos in the same image and the limitations in the
degree of logo deformation that can be tackled.

A. Hesson and D. Androutsos [12] proposed a method which
is based on [17], although this time they apply the Haar
transform on the grey scale version of the quantized down
sampled image, and use the wavelet decomposition coeffi-
cients as means of capturing edge information. The do lim-
ited evaluation, using two query images on a dataset of 2000
pre-segmented logos and report very low retrival rates.

Z. Ahmed and H. Fella [1] have proposed a method for find-
ing potential logo locations in document images based on
shape and chromatic properties of logos. They first thresh-
old the image and locate compact black areas in the bi-level
version, and subsequently examine the colour content of each
extracted areas under the assumption that logos comprise a
few uniformed coloured regions. A number of assumptions
about the logo images are inherently made to construct the
search heuristics which make the method sensitive to noise.

In this paper we present a rotation and scale invariant method
for colour logo retrieval and classification. The method is
based on an initial colour segmentation of the logo into con-
nected components which are subsequently described using a
set of geometric, topological and colour features. The set of
resulting components are used to construct a polar logo rep-
resentation. The Cyclic Dynamic Time Warping (CDTW)
is then used for comparing logos, as the polar representa-
tions have variable lengths. Two flavours of logo representa-
tion are introduced that take into account topological infor-
mation in different ways. The different representations are
tested on a synthetic dataset that comprises 2500 instances
of 100 colour logos in different rotations and scales.

This paper is organized as follows: In section 2 we explain
the preprocessing steps of colour segmentation and filtering
by which we obtain the connected components utilised in
the logo description. In section 3 we detail the different
logo descriptors while section 4 introduces the logo matching
process. In section 5 the different descriptors are compared
and results are presented in a retrieval scenario. Finally,
section 6 concludes the paper with a critical appraisal of the
obtained results.

2. IMAGE PRE-PROCESSING
Logos generally comprise a small number of uniform coloured
regions. These regions carry adequate information to prop-
erly describe a logo image, hence we decided to use the con-
nected components resulted from a colour segmentation as
the building blocks of our logo representation. In order to

extract the most representative logo regions, an initial set
of connected components is produced through colour seg-
mentation and the resulting components are subsequently
filtered to eliminate non-relevant ones from the description.
These steps are described below.

2.1 Colour Segmentation
The fact that logo images generally comprise uniform coloured
regions is an advantage as it ensures a mostly error-free seg-
mentation. Hence a relatively simple colour segmentation
method has been employed here, which produces reasonably
stable results.

The segmentation process used here is a one-pass algorithm
which creates 8-connected components based on colour sim-
ilarity. The algorithm processes the image in a left-to-right,
top-to-bottom fashion, and for each pixel calculates its colour
similarity with the four of its neighbours that are already as-
signed to a connected component. The pixel then is either
assigned to one of the existing components if their colour
difference is below a set threshold, or it is used as the seed
for a new component. Additional checks are performed in
case a pixel is similar to more than one existing component,
in which case components might be merged. The algorithm
is further described in [4].

Colour similarity is assessed in the RGB colour space. Since
uniform coloured regions are sought working with RGB re-
sults in a considerable faster algorithm without seriously
affecting performance. After several tests with the images
of our dataset, we set the colour threshold to 130 as it per-
mits to get components that are robust to rotation, scale
and illumination.

2.2 Component Filtering
After segmenting the image into a set of connected compo-
nents. We apply a filtering step with the aim of eliminating
small components which do not carry useful information for
logo description and can hinder the matching process. An-
other type of noise that can appear is due to anti-aliasing
artefacts in the original image. Typically anti-aliasing will
result into components with a width of 1-2 pixels. These
components do not carry any useful information, therefore
they are discarded.

2.3 Background Elimination
The next step after component filtering is to extract the fore-
ground components. Hence, the components that touch the
border of the logo image are selected as potential background
components. If the number of touching pixels in these se-
lected components is larger than half of the height or the
width of the logo, the colour of the selected component is
picked as a background colour. Following that, the colour
of each connected component is compared against the back-
ground colours and if similar is also labelled as background
and is removed. Figures 1 and 2 show one of the logo im-
ages in the dataset and its result after colour segmentation
where each component is illustrated in a different colour.
Figures 3 and 4 depict the result of component filtering and
background elimination respectively.
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Figure 1: The original image

3. LOGO REPRESENTATION
After obtaining foreground connected components, we ex-
tract a set of features for each of the components and define
a representation which can convey the topological informa-
tion between these components. In detail, we first extract a
set of features for each connected component, then investi-
gate different ways to represent the logo as a whole, based
on the individual components. Then, we have used a polar-
based representation where all components are linked to a
given reference point and sorted clockwise according to the
angle to this reference point (Figure 5 and Figure 6). Given
this representation, the key points are first how to select
the reference point (section 3.1) and then whcih set of fea-
tures to use to represent each connected component (section
3.2). In addition, we have also investigated an extension of
this basic representation adding information about the lo-
cal neighbourhood of each connected component using the
Delaunay triangulation (section 3.3)

3.1 Reference Point
Two possibilities for the logo reference point are to use the
centre of the biggest connected component or the center of
mass defined by all the components of the logo.

1. Biggest Connected Component: The center of mass of
the biggest connected component, the foreground com-
ponent with the highest number of pixels, is selected as
the reference point. The main advantage of choosing
the biggest connected component centre as a reference
point is that this component is more robust to differ-
ent variations, so it is easier to locate it under different
scales and rotations.

2. Center of Mass: Choosing a reference point that de-
pends on the existence of a specific component in the
segmentation results can be risky even if it is the most
robust one. Earlier work on document classification
[10], where a polar representation is used, suggested
the usefulness of center of mass of the combination of
all foreground components as a good reference point.
The advantage is that as it is computed over all the
foreground components it could be a more stable choice.

3.2 Connected Component Representation
Each connected component in the logo description is repre-
sented by a feature vector. A number of features were ex-
amined that express both the connected component’s own

Figure 2: After color segmentation

Figure 3: After the component filtering

Figure 4: Separating the biggest background com-
ponent

Figure 5: Biggest connected component representa-
tion
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Figure 6: Center of mass representation

properties (i.e. its size and colour) as well as the spatial
relationships between connected components. The features
assessed are listed below:

1. Forward Angle: This is the angle difference between
two consecutive connected components ordered in clock-
wise format and the reference point. This vector is
normalized to one by dividing by 360 in each logo.

2. Backward Angle: This feature is like the forward an-
gle but this is the angle with respect to the previous
connected component. Like the forward angle, it is
normalized to one.

3. Distance between every component and the reference
point: This feature vector is normalized by dividing by
the maximum distance value.

4. Average colour value of each connected component:
Each connected component has a RGB colour value
which is the average RGB colour value of all pixels
in that component. It makes no sense to normalise
the colour components individually, so normalisation
in this case takes place at the time of calculating the
colour distance between two points (see section 4.1).
For normalization, the colour distances will be divided
by the maximum possible colour distance of 255

√
3.

5. Total Number of pixels in each connected component:
This feature is normalized by dividing by size of the
largest component in each logo image.

3.3 Local Neighbourhood Representation
The previous representation provides global (logo level) in-
formation about the distribution of the components in the
logo without paying attention to the local (component level)
relationships among them. On the other hand, the global
information might not be robust enough to possible distor-
tions. Thus, we attempted to construct a more robust repre-
sentation by adding some local information about the neigh-
bourhood of each connected component to the logo represen-
tation. In this sense, we extended the basic representation
described above devising a two-level representation based on
the Delaunay triangulation of the centers of the foreground
connected components. The Delaunay representation per-
mits to create a unique geometry of the local neighbour-
hood of the connected components. Then, each connected
component can be taken as a new local reference point and
all its neighbouring components according to the Delaunay

Figure 7: The original image

triangulation can be sorted and represented using the same
polar-based representation as used before. Subsequebntly,
the two representation levels, global and local, are combined
in the following way as shown in Figures 7-11:

• After applying the colour segmentation and background
separation, the center of each foreground connected
component is specified (Figure 8).

• The components are ordered based on the chosen logo
reference point in a polar fashion (center of mass or
biggest connected component) (Figure 9).

• The Delaunay triangulation is applied to these center
points (Figure 10).

• For each connected component, its Delaunay triangu-
lation neighbouring are ordered in a polar fashion (Fig-
ure 11).

• All the features presented in the previous section are
used as connected component descriptors.

Figures 7-11 illustrate the above steps with more details.
Figure 9 shows the center of each connected component as
ordered in respect to the logo reference point (in this case,
the center of mass is used). Figure 11 shows the new order-
ing at the local level based on the polar format. In more
detail, the neighbours of component #3 are marked by dif-
ferent numbers based on the Delaunay triangulation. These
neighbours are ordered based on the polar format before
feature selection.

4. LOGO MATCHING
Having obtained a logo representation, the next step is logo
matching. The main problem here is that the length of
the description is not the same for different logos. A possi-
ble approach for calculating similarity between unequal se-
quences is Dynamic Time Warping (DTW) which defines
a dissimilarity measure based on an optimal alignment of
two (non-cyclic) strings and has been successfully applied to
speech recognition, on-line handwritten text recognition and
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Figure 8: After color segmentation with specified
center point of each foreground components
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Figure 9: Ordering them based on the chosen refer-
ence point
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Figure 10: After applying Delaunay triangulation
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Figure 11: Shows one connected component and its
neighbours respect in Delaunay triangulation

time series alignment. For example, Gordo and Valveny [10]
have presented a rotation invariant page layout descriptor
based on cyclic dynamic time warping (CDTW). This work
is a good example of using DTW for comparing descriptions
which do not have the same length.

4.1 One level matching
In order to apply the DTW, we need the definition of a
function cost between every pair of connected components
(points in the DTW sequence). This function cost will be
different for each of the two representations explained above.
In the basic representation, to calculate the difference be-
tween connected components (points in the DTW sequences)
we are using a weighted sum of the difference between each
component feature.

D(a, b) = W1 · d(fa1 , fb1) +W2 · d(fa2 , fb2) +

+ . . . +Wn · d(fan , fbn)

where Wi = 1/n for all i ∈ {1, . . . , n}. In the above equation
fai is each of the component features described in section
3.2, W is the weight and D(a, b) is the distance between
components a and b that is used in CDTW.

4.2 Two Level Matching
In case of the extended representation, based on the Delau-
nay triangulation, the distance between two logos is obtained
after applying twice the CDTW, one at the local level of each
connected component and its local neighbours and another
one at the global level of the logo. At the local component
level, the CDTW is applied using the same cost function de-
scribed in the previous section. Then, this distance is used
as the cost function between two components in the CDTW
applied at the logo level.

5. EVALUATION
To validate the system, we first describe the data and ex-
periments for two application scenarios: recognition and re-
trieval. First, we will give some details about the dataset
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we have used (section 5.1). Then, we will use the basic rep-
resentation (without local information as provided by the
Delaunay triangulation) with the biggest connected compo-
nent as a reference point to determine the best set of features
to represent each connected component (section 5.2) and to
evaluate the effect of the number of connected components
in the logo in the retrieval performance (section 5.3). Fi-
nally, we will provide a comparison of the four possible logo
representation (basic vs extended and biggest component vs
centre of mass reference point) according to their retrieval
performance (section 5.4).

5.1 Data Set
Because the amount of work on logo recognition in the colour
domain is very limited colour logo datasets are sparse. There-
fore, we decided to create our own data set. To do so we
used Google picture search with the key word ”Colour Logo”.
The first 100 logos returned were included the dataset. Our
dataset is composed by different logo images resolution which
are between (215 × 54) and (578 × 697). Additionally, we
were not generally able to find different rotations and scales
of the chosen logos on the web. Hence we created different
rotation and scale settings for each logo in our dataset:

The image of each class was scaled by the factors of 65%,
150%, 135%, 125% and 85% and each resulting image ro-
tated at 9, 36, 45, 90 and 150 degrees resulting in 2500
instances of the original 100 logos.

5.2 Evaluation of Different Feature Sets
For this experiment, the biggest connected component based
logo representation is assessed on the whole dataset (2500
instances) to investigate the performance in a classification
scenario when employing different feature sets and their com-
binations. Specifically, we have different combinations of
features to describe connected components (CC). When com-
bined, the individual features are considered with equal weights.
Table 1 shows the result of possible combinations. It is clear,
after using all 5 features the accuracy increased from indi-
vidual features to 81.44%.

Feature Set Accuracy
The forward angle 41.2%
The backward angle 46.6%
The distance of each CC from the RP 47.84%
The number of pixels of the components 32.76%
The colour of the components 51.88%
The combination of above 81.44%

Table 1: Accuracy obtained with respect to the dif-
ferent feature sets for 2500 instances.

5.3 Effect of Logo Complexity
As in the previous section, we have used the same dataset
and the basic representation with the biggest connected com-
ponent reference point, only now in the retrieval scenario.
The aim of this experiment is to investigate the performance
in relation to the complexity (number of connected compo-
nents) of a logo. We expect that the more components avail-
able in a logo, the richer the logo description is so the result
of logo matching would be better. The 100 original logo

images are sorted based on the number of their connected
components. The maximum one was 210 and the minimum
one was 2. Then the set of images is divided into 3 classes
based on the number of connected components (each class
contains a different number of images), Table 2 shows the
number of logos, connected components and the value of the
Mean Average Precision (MAP) metric for each class based
on the Precision and Recall definition.

The precision and recall are defined based the following
equations.

P =
|ret

∩
rel|

|ret| (1)

R =
|ret

∩
rel|

|rel| (2)

Where |ret| is the number of returned logos and |rel| is the
number of relevant logos. In addition the precision based on
recall are called precision-recall plot which is used to plot
figures 12 and 13.

Mean Average Precision (MAP) rewards ranking relevant
earlier. It is defined as the average of precisions computed
at the point of each of the relevant results in the ranked
sequence and given by below equation:

MAP =

|ret|∑
r=1

(P (r)×rel(r))

|rel| (3)

Where r is the rank, rel is a binary function on the relevance
of a given logo and P is the precision at a given cut-off
rank. The distance between the query logo and the test
images, as calculated in section 4, is used to rank the results.
Figure 12 depicts the dependency of the proposed method
on the number of connected components. In detail when the
number of components is lower than a certain amount, we do
not have enough information to describe the logo as Figure
12 shows. When the number of connected components is
small the retrieval results are worse.

Classes Number of CC Number of Logos MAP
A 41-210 20 0.9461
B 21-40 31 0.9514
C 2-20 49 0.8839

Table 2: Shows the number of logo and connected
components in each class

5.4 Comparison of Different Logo Represen-
tations

The same rotation-scaled dataset (2500 instances) and pre-
cision and recall strategy are used to investigate the perfor-
mance of our method in the retrieval scenario for all four
possible logo representations (using the center of mass or
the biggest connected component as a reference point and
using the basic representation or the extended representa-
tion with the local information obtained from the Delaunay
triangulation). Figure 13 shows the precision vs recall plot
for the above experiments and gives a comparison between
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Figure 12: the resultant Precision-Recall plot of
each divided class

the explained representations. The result of the representa-
tion based on the Delaunay triangulation using the biggest
connected component as a reference point is better than the
other ones based on the value of the mean average precision.

This result is confirmed by the values of the Mean Aver-
age Precision (MAP) measure given in Table 3. The rea-
son for this behaviour can be two-fold: on one hand, the
biggest connected component yields a more robust reference
point. On the other hand, the local information provided
by the Delaunay triangulation seems to improve the overall
representation. Nevertheless, the two-level representation is
computationally slower than using only the global represen-
tation.

Representations MAP
Biggest Connected Component 0.9173
Center of Mass 0.8817
Delaunay triangulation based on the CM 0.9269
Delaunay triangulation based on the BCC 0.9318

Table 3: Shows the Mean Average Precision for pre-
cision vs recall plots

6. CONCLUSIONS
In this paper we developed and tested a novel method for
colour logo retrieval and classification. The method involves
first performing a simple colour segmentation and then de-
scribing each of the resultant colour components based on
a set of topological and colour features. A polar represen-
tation is used to represent the logo and logo matching is
subsequently performed, using CDTW. Two flavours of the
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Figure 13: Precision-recall result curved for biggest
connected component, center of mass and Delaunay
triangulation method

method are proposed, differing in the selection of the refer-
ence point, and a comparison between them is made. We
concluded that combining the proposed features gives a bet-
ter result than using individual features alone. An accuracy
of 81.44% was achieved with the combination of 5 features.
It is worth to be mentioned that it is difficult to compare our
proposed method with the existing methods because these
methods are applied for non-color logo datasets. We ob-
served a dependency of the method on the number of con-
nected components in the logos. The optimal result can
be obtained when the number of connected components is
not too high or too low. The logo representation based on
the Delaunay triangulation with the biggest connected com-
ponent as a reference point gives a better result compared
to the other proposed methods. This difference occurs be-
cause the Delaunay triangulation representation combines
local and global information.
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